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1 Introduction

For the purpose of this handbook, mental performance includes the physiological, cognitive and
behavioural aspects of performance that need to be closely integrated and trained with profes-
sional training (which might be physical, intellectual, technical...) to holistically address the way
high performers function cognitively. We chose “mental performance”, as this is a term all high-
performance fields we address in this handbook will understand in terms of relevance. As described
in our chapter on ethical caveats, the distinction between optimization vs. enhancement needs to be
clarified. Currently, performance optimization is described as maximizing available resources to
allow the individual to reach their full potential, whereas enhancement includes invasive techniques
to attempt to go beyond that inherent individual potential. This is also discussed in the chapter on
pharmacological interventions, and actually describes whether the drugs are adequate performance
enhancers. This is clearly an attempt at an enhancement technique; whereas other techniques and
interventions are considered optimization (e.g., breathing); and some are still the matter of debate
(e.g., neurostimulation or biofeedback).

This distinction thus raises ethical issues, which are not new. David Morell’s novel “First
Blood” (1972), which most people know as the mainstream movie “Rambo”, discusses this eth-
ical dilemma of the armed forces: that soldiers may not easily reintegrate as functional members
of civilian society, and that armed forces as employers have a duty of care towards their potential
as “mean, lean, killing machines”, both towards the individual and towards the civil society they
need to function in. So how far are we willing to go to enhance human performance? Should we
jeopardize performers’ health and well-being in the process? If so, to what extent? If performers
are willing to put themselves at risk, how much constraint should we, as a society, impose unto that
individual freedom? These questions have to be kept in mind when designing and/or managing a
program.

Our current industrialized Western society has replaced collective ideals with individual goals.
Achieving the best version of oneself has become paramount in this worldview. As emphasized by
Paul Verhaeghe (2014) in his book “What About Me? The Struggle for Identity in a Market-Based
Society”, we live under the pressure to become the best version of ourselves, in a free-market
economy that has forced a pay-for-performance approach to essentially non-marketable subjects
like health, interpersonal relationships, happiness, and even death.

The economic boom in the service economy targeting health and well-being has translated
to the niche of people needing to achieve exceptional performance. According to a Grand View
Research Report from 2020 regarding the US economy: “The global personal development market
size was valued at USD 38.28 billion in 2019 and is expected to grow at a compound annual
growth rate (CAGR) of 5.1% from 2020 to 2027. Increasing consciousness about self-recognition
and the pursuit of happiness is expected to drive the demand for personal development programs

DOI: 10.4324/9781003378969-2
This chapter has been made available under a CC-BY-NC-ND 4.0 license.


http://dx.doi.org/10.4324/9781003378969-2
http://dx.doi.org/10.4324/9781003378969-2

4 Introduction

during the forecast period. Individuals are gradually looking for ways to attain physical as well
as emotional fitness.” Bluntly put: there is a lot of money to be made in convincing people they
need whatever one sells to improve their performance. And high-performance environments are a
nexus of this economy, as they are optimal testbeds, potential clients (albeit in a niche market), but
above all, heavy-weight marketing arguments to sell a similar or downgraded version of whatever
product or service to the general public. If all the consultants, hardware and service advertising
“being used/having worked by/for the SAS” (the emblematic UK tier 1 special forces unit, the
Special Air Service) were really what they advertise, there would be more SAS operators in the
UK than conventional forces.

This economic drive has thus created products and services of varying quality, the likes of

CEINNT3 CEINT3

which could be “brain training”, “neurocognitive performance enhancement”, “neurolinguistic
programming”, “brain gym”, “cortical stimulation”, “performance optimization”... One could
easily get lost in the terminology in the field, especially considering the current boom in commer-
cial services offering to improve all aspects of mental functioning. This is exactly why our group
of experts decided it was not only timely but also urgent to provide a state-of-the-science answer
regarding available tools, techniques, and interventions aiming at improving mental performance.
This author team originated as part of a NATO Research Task Group regarding mental perform-
ance optimization in 2018, and expanded to other contexts considering the societal relevance and
interest from other fields.

This handbook is to be used as a reference work. It is structured in three distinct parts.

The first part contains the “foundation” chapters: this introduction; the scientific foundation,
i.e., all the notions related to physiology and psychology that are necessary to fully grasp the con-
tent of the subsequent parts; a description of the most common mental performance degradation
conditions (stress and mental fatigue); and a description of ideal performance states.

The second part is the state-of-the-art technical content regarding interventions, knowledge,
skills, and techniques to improve mental performance. This part is reductionist in nature, and is
also the most technical, cutting up the inherent necessary holistic approach to performance in order
to focus on the available evidence regarding each topic. The authors have strived to summarize the
relevant literature findings, to allow the reader a critical appraisal of the information, and a refer-
ence framework in which to place future knowledge.

The third and last part of the report brings these pieces back together in a more practical
approach, with chapters covering implementation in various high-performance contexts; lessons
learned based on the practical experience of the author team; and reflections regarding ethics or
the necessary learning environment for mental performance training. Topics that are not addressed
(in the spirit of keeping the volume of information manageable) are those where a sufficient level
of knowledge and expertise is available in other sources, and which are not specific to mental per-
formance, like sleep, nutrition, or physical activity (to name the three pillars of health defined by
the World Health Organization).

This handbook is thus aimed at subject matter experts, to offer them a compilation of the avail-
able knowledge, as well as the product of decades of combined experience from the members
of the author team. For communities already implementing mental performance management or
training, this compilation will allow for a check on current practice, to identify possible improve-
ment or development strategies. For those aiming to kickstart a program from scratch, this work
was intended to provide a robust foundation and thus a solid head start.



2 Scientific Foundation

Nathalie Pattyn, Jeroen Van Cutsem, Antonio Martin,
Robin Hauffa, and Joern Ungerer

Aims and overview

The current chapter aims to provide a summary of the necessary theoretical background concepts
used in this handbook. We define mental performance and frame the vocabulary and notions that
are used throughout the following chapters. This chapter provides an overarching framework
for a psychophysiological concept of performance, detailing the scientific descriptions of the
different systems in physiology and psychology we draw on for the study of mental performance
enhancement.

First, we set the scene, and explain how and why we choose the scientific approach, and what
this entails exactly.

We then define mental performance and delve a little deeper into cognitive psychology
concepts which precisely describe the machinery of information processing, or how our brains
analyze input, make decisions, and act on those. This terminology is often used in reports
describing performance enhancement, hence its basic understanding is necessary to be able to
critically appraise those.

The next subsection will provide the necessary background physiological concepts, focusing
on the human nervous system, with an emphasis on brain physiology and the autonomic nervous
system.

Our last section will present a psychophysiological approach to stress and mental fatigue. Stress
is the paramount example of a psychophysiological concept; its study laid the foundation for auto-
nomic nervous system physiology; and it is ever present in elite performance.

Why do we choose our foundation to be scientific?

For all scientific authors, there is a “before and after” phenomenon regarding the COVID pan-
demic. We have seen science being commented, criticized, abused, misunderstood, and praised
like never before. Which underscores the need for a bit more emphasis on what we call scientific
methodology. Yes, it is tedious, does not make for light reading, and the level of detail and accuracy
required seems at loggerheads with the current Zeitgeist, calling for pop-culture-like easily under-
standable statements. However, mental performance training is precisely one of the fields where
this scientific rigor is most distorted. In our concluding chapter, we even decided to devote a whole
section on “shiny object evaluation”, which is actually the topic of a proper scientific discipline,
epistemology, to provide the reader with a basic hoax-debunking arsenal. Beyond health and well-
being, which are already billion-dollar markets, lies the still developing field of performance opti-
mization, which is only in its infancy.
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Mental performance: what’s in a name?

The accurate evaluation of mental performance and its applications are widely investigated topics.
A first problem is raised when trying to define mental performance. In layman’s terms, it would
be a single concept, reflecting one’s efficiency of information processing in the execution of any
given task. To neuropsychologists, cognitive performance is a window to the brain, a way to the
diagnosis of brain lesions, and a way to investigate the localization and processes underlying
several functions. For cognitive psychologists, there is no such thing as this overarching mental
performance, but an interaction of different dimensions of cognition (which is these scientists’
denomination of mental performance), such as perception, attention, or memory. We will detail
this a bit further in a following section. To the applied specialist (e.g., aviation psychologist, sport
psychologist, performance psychologist, human factors engineer), mental performance would be
the efficiency with which certain tasks are performed in specific (i.e., professional) environments.

Who may be concerned?

As briefly defined previously, three distinct fields can be differentiated, with different views on
mental performance and different interests. First, there is the clinician’s field. The historical back-
ground of neurology and neuropsychology is based on testing (Chaytor & Schmitter-Edgecombe,
2003). Before brain-imaging techniques allowed for precise anatomical diagnostics, the descrip-
tion of lesions was derived from impaired cognitive functions. Therefore, normative research to
associate well-defined functions with performance on well-defined tests was developed.

The second field related to mental performance is experimental, or cognitive, psych-
ology. Pioneers’ work reflects what remains to be the major difficulty when studying mental
processes: we have gained access to the visualization of brain structures and of their activity,
but not to the content of information within the information exchanges. Wundt, who set up the
first experimental psychology laboratory in 1879 used introspection by trained observers; James
(1890) studied memory through its output, remembered items; and Watson (1924) declared that
scientific psychology had to focus on objective and measurable variables, like reaction times or
accuracy. Despite the tremendous progresses in cognitive science, researchers still have to deal
with the fact that there is no direct measure of cognitive processes: the input can be manipulated,
the output can be measured, ever-evolving technology allows for a glimpse in the physiological
and anatomical basis of the process, but there is still no gold standard providing an undisputable
direct quantification.

The third field where mental performance is a relevant topic, is the operational environ-
ment: every setting involving humans to accomplish specific tasks. The interest for this human part
of the system gave rise to a new discipline: human factors, originating from engineering, psych-
ology and medicine. In this area, the measurement of mental performance has implications for
personnel selection, management and productivity enhancement, safety and well-being. Therefore,
it is applicable to every possible professional activity. The main sector to have driven substantial
advances in the discipline is aviation. The reason is obvious: while there is research to be done to
enhance the efficiency of every employee in every kind of activity, an individual’s errors in any
industrial setting would probably only decrease productivity and/or profit, but human errors in avi-
ation always make for headline news. A relative newcomer to this field is the sports world, where
coaching has evolved over the past two decades from a more personality-based clinical approach
to a more cognitive-based performance approach.

When looking at these three different fields, it is clear that their aims in the approach of mental
performance are different. However, it would be oversimplifying to completely separate them,
since the tools used for measurement of cognitive functioning show several similarities, and since
these tools are the cornerstone of any approach to improve mental performance.
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This issue of measurement tools raises the following questions. Is it possible to accurately
monitor the quality of an individual’s performance as experienced in everyday life? Are there spe-
cific markers allowing to predict potential failures? Which kind of tests could be used to generate
these predictive markers?

Methodological issues in the quantification of cognitive performance

This question of instruments to use takes us back to the methodological problem of cognitive
psychology: there are no existing instruments to directly measure mental processes. The tasks used
to do so are always indirect measures, whether using subjective self-reports, peer evaluation, or
psychometrics. Three issues will be discussed in this section: the ecological validity of cognitive
tests, the individual versus population-based approach, and the inclusion of an emotional dimen-
sion to testing.

Ecological validity

A first issue in using experimental setups as part of these indirect measurements is ecological
validity: can the results of a test readily be generalized to real-world performance? This has
been a widely discussed topic in both neuropsychology and cognitive psychology for decades.
In neuropsychology, Chaytor and Schmitter-Edgecombe (2003) discussed the growing demand
for neuropsychological evaluations in non-clinical settings, e.g., by schools, employers, insurance
companies, and others. Heinrichs (1990) pointed out that test inferences had to be judged by both
their validity and their utility. He stated that medically referenced neuropsychological assessment
had substantial validity, but that its utility, in terms of diagnostic decision-making, was becoming
less important. In contrast, ecological and rehabilitative assessments had the potential for great
utility, considering the growing demand, but the database to establish validity is limited. In cogni-
tive psychology, there is a known trade-off in achieving the desirable combination of experimental
rigor and ecological validity.

This issue is especially relevant when dealing with operational applications: do the results of
carefully designed tests in laboratory conditions reflect the functioning of the human central execu-
tive when performing specific tasks in the real world? Indeed, the latter could involve multitasking,
task switching, parallel processing of information from different categories, emotional appraisal,
social influences, and motivational factors. The tests included in most of the well-known batteries
are derived from theoretical tools that were intended as paradigms to isolate and describe specific
cognitive processes in well-controlled conditions. There is no direct evidence indicating that the
interaction of all these separate modalities in real-world human processing can be summarized by
test results on each separate dimension. Despite the numerous commercial applications claiming
the opposite, no definitive answer exists. Experimental evidence suggests that a reliance on cogni-
tive testing only may lead to overly optimistic estimates about operational performance (Caldwell,
1995). However, making the choice of a totally naturalistic approach may improve the predictive
value of the chosen measures, but deprives the experimenter of theoretical insights to qualify
this performance. In pilots’ selection, for example, the question has been repeatedly raised about
whether the test results of selection really reflect future operational abilities, or whether it is only
related to succeeding in qualification training. An example of the laboratory-like approach in avi-
ation psychology is to proceed (1) to the cognitive task analysis of successful pilots on-the-job,
which allows to decompose the overall performance and identify the modalities in information
processing that are crucial to their specific performance, then (2) to the design of appropriate tests
measuring these modalities with the necessary validation studies, then (3) to apply these tests for
selection, and last (4) to perform longitudinal studies on applicants to check whether selection
through these procedures was successful, by quantitative (success rates) and qualitative (causes of
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failure, related or not to the previously established model) analysis. This is a scientific method —
and one of the reasons why science has lost momentum in applied environments is the necessary
time for data collection, analysis, and validation. A more naturalistic approach would be to focus
on the predictive value of the selection procedure, with less emphasis on construct validity, as is
the case when flight simulators are used in aviation, or “screening flights”, instead of standardized
laboratory-derived cognitive testing.

Both approaches, as well as combinations, have been applied, with the strengths and weaknesses
inherent to each. Thus, the question can be summarized as follows: do these tests reflect or predict a
candidate’s ability to become a qualified pilot, implying a causal link, or do they serve as a kind of
general cut-off allowing a selection on objective criteria, known to correlate with future perform-
ance, with less emphasis on their significance?

This issue is of major importance in the evaluation of techniques and devices advertised as tools
to improve mental performance, for it is a reflection of how our rational performance culture craves
objective measures with cut-offs. However, there is a necessary caution regarding any type of tool
or measure, and it is related to the complexity of the assessment of mental performance, which is
exactly why we decided to provide this background in the current handbook.

Individual versus population-based approach

Another methodological issue is whether the assessment of mental performance should be indi-
vidually tailored, or population based. All cognitive tests are first validated through investiga-
tion on a broad population, thus allowing for robust inferential statistical analysis. Ideally, an
external criterion exists, to which the test results can be compared, to assess their validity. This
is what happens when a new test or treatment is devised in medicine, to allow for the evidence-
based approach. However, regarding mental performance, it brings us back to the cornerstone
issue: there is no gold standard to assess any type of performance. There are proxies of varying
quality, relevance, validity — depending on the topic, population, situation — but there are no gold
standards.

The typical approach in cognitive psychology involves applying analysis of variance to assess
whether the effect of an experimental manipulation in the studied sample can be generalized to
a population level, with individual differences being relegated to the error term. This classical
approach, called “nomothetic” explains why research on human performance in elite performers,
with its niche population, or other extreme environments (i.e., with small sample size) is by def-
inition a never-ending story, since there are not enough subjects to draw solid conclusions (e.g.,
Casler & Cook, 1999). The choice of the differential sensitivity of a task is related to this issue. If
the aim of a study is the assessment of individual capability (e.g., for selection), the chosen tool
should be a task showing minimal variance due to stressors (or more generally, to environmental
conditions and situations) and maximal variance over individuals, as long as this variance is related
to the dimension one aims to measure. On the other hand, if the aim is the assessment of specific
stressors, the task to use should show minimal variance across individuals and maximal variance
due to the stressor(s) (AGARDograph Report No. 308, NATO Human Factors Working Group,
1989). The question then becomes more complex when both aspects are mixed, when there is a need
for the operational evaluation of the influence of stressors on specific individuals, selected according
to well-defined abilities (i.e., therefore not being part of a normal population distribution on the
tested parameters). The counterpart of the nomothetic approach, also referred to as the extensive
approach, is the idiographic approach, also referred to as the intensive approach: the assessment of
a single individual, which is done routinely through case-studies. Indeed, in neuropsychology, there
are seldom groups of patients with exactly the same deficit. Therefore, some cases are considered as
unique and studied as such, with comparisons to a group of closely matched controls.
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Neuropsychology has thus made peace (by designing different statistical analysis methods)
with the uniqueness of its study participants. However, applied environments like spaceflight, for
example, still try to apply population-based approaches to small or very small sample sizes in order
to apply what our scientific culture still considers to be the highest level of scientific quality studies.
However, in the field of physiology, the added value of considering individual differences as more
than noise is slowly gaining momentum. For example, the 2020 symposium of the Physiological
Society was focused on that precise topic, and themed “Variability: How to Deal with It, Interpret
It, and Learn from It”.

Emotional and motivational factors

A last issue is the acknowledgment of the involvement of emotional and motivational factors
in human everyday cognitive functioning. The conceptual framework of “decoupling” emotion
and cognition prevailed in cognitive research for a long time. For example, in research about
memory, every effort was made to isolate, i.e., decouple, memory from variations in other cog-
nitive systems and from the influence of emotional and motivational factors. It is of course
possible to study memory apart from every other cognitive influence, and it has delivered an
impressive body of knowledge, but it is clear that it is functionally integrated with other systems
and that everyday cognitive functioning is never free of emotional and motivational influence.
However, for a long time, the attitude of “pure” cognitive scientists towards emotions may
have been summarized as follows: “emotion is a factor which may be important for cognitive
functioning but whose inclusion at this point would unnecessarily complicate the cognitive-
scientific enterprise” (Gardner, 1985). This approach might have worked for isolating specific
processes to be tested in laboratory conditions but could be falling short in reflecting real-life
cognitive functioning.

Since the end of the 20th century, a more integrative view of neurosciences has prevailed,
finding its way into pop culture through the 1995 book “Descartes’ error: Emotion, reason and
the Human Brain” from Antonio Damasio. However, several decades later, performance culture
in Western society still views mental performance management mainly as buying additional RAM
to our central executive. Any holistic approach including experiential and subjective dimensions
will be dismissed as fluffy. And devices promising brain stimulation and the increase of certain
well-targeted cognitive processes are in high demand, despite the less-than-flimsy evidence of
their efficacy. In one of the following sections, we delve deeper into the issue of stress as a psy-
chophysiological construct, as it is the emotional reaction most likely to affect an elite performer
in an acute way.

Methodological solutions

Since mental performance can only be assessed through indirect measurements, and considering
the different trade-offs we already explored, it seems impossible for one of those measurements to
meet all the requirements expressed above. Therefore, a way to maximize both the understanding
of human cognition and the operational validity of cognitive measurements is to use the method
of converging operations (Eysenck & Keane, 2000, p. 523). This involves using a variety of
approaches to consider a given problem from different perspectives, like triangulation in signal
processing. When the findings from these different approaches are similar, this increases the
allowed confidence in the validity of these results and in the usefulness of these approaches. When
the findings are dissimilar, this indicates the need for further research to clarify the results. For the
evaluation of mental performance, there are four possible approaches.
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Subjective evaluation

The first one is subjective evaluation, which can be done by the subject (self-report), or by
peers, or by experts (which typically takes place when instructors evaluate a candidate, or when
coaches evaluate an athlete). Self-report reminds of the introspective method used by Wundt in the
19th century. The validity of this method has been widely investigated in neuropsychology and
symptom management, for it is still the only available information to evaluate the impact of some
pathologies. A well-known example is the investigation of memory function through reports of
personal memories: the only possible access to this information is reported by the patient. There
are two basic requirements to be fulfilled before considering the use of self-reports for cognitive
processes: the studied process must be available to consciousness (which is not the case for most
of the human information processing) and there must be an optimal collaboration of the subjects.
However, because it depends on perception, it will be biased by the subject’s perceptive filters,
which can be situational, emotional, or both. Therefore, the replicability may be low. Optimal col-
laboration raises issues of social desirability and deception, narrowing the number of contexts in
which self-reports might be useful. Several studies compared the correlation of self-reports and
test results in the evaluation of functional status and cognitive performance. One of the examples
that gained instant social-media-fame in recent years was the Dunning—Kruger effect (Kruger &
Dunning, 1999). The title of their original publication speaks for itself: “Unskilled and unaware of
it: how difficulties in recognizing one’s own incompetence lead to inflated self-assessments”. The
main finding of their study is that the accuracy of self-report regarding one’s performance actually
evolves with the level of expertise. Novices will grossly overestimate their abilities in a variety of
domains, according to what the authors describe as a lack of metacognitive ability, which would
allow them to distinguish their errors. Expertise is thus a crucial moderator to take into account
when relying on self-report.

According to Hoeymans, Feskens, Van den Bos, and Kromhout (1996), self-reports and test
results provide complementary information: they measure related, but different dimensions of the
same problem. Despite the expressed need for caution in interpreting the results, self-reports can
thus provide useful insights. Furthermore, the method requires little investment, is not time con-
suming and is logistically easy to implement.

Cognitive testing

Cognitive testing, as included in standardized test batteries has already been discussed. The major
advantage of these tests is the objective output (the most common are reaction times and error
rates) allowing robust statistical comparisons, either between individuals or for a same individual
over time and settings. Such tests are also quite easy to implement. However, since most of them
are reducing their scope to a limited modality of cognitive processing, they may lack ecological
validity, as discussed before. Practice effect is also a concern: to avoid the confounding influence
of this effect, several protocols include extensive practice sessions. However, increasing the sta-
bility of the performance through multiple practice sessions may decrease the sensitivity to factors
that might be investigated. Such a trade-off implies an a priori choice by the investigator, which
has not been well-documented yet for operational settings.

Physiological measures

A third approach is psychophysiology. Physiological indicators are objective measurements which
provide information regarding the state of the organism. This approach has seen substantial growth
in the past decades, driven by the refining of available technology and methods, as is the case in
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functional brain-imaging techniques, or in wearable sensors. We have entered the era of the “quan-
tified self”, where the majority of our target populations of elite performers now wears some kind
of monitoring device (usually through a wristwatch) to allow, at its most simple, a quantification
of physical activity. However, the interpretation of proxy recordings (regarding metabolism, sleep,
and stress status, to name just a few which are advertised) may sometimes not be clear, as the
implemented algorithms may have been adapted to the commercial market by cutting the corners
of scientific rigor. This means the claims which are sold are not backed up by science.

However, physiology is a very useful proxy in performance assessment because of the approach
related to behavioural energetics (which we will detail in a following section). The overall rationale
is to measure not only the output of information processing, such as a reaction time or decision-
making, but also the cost of the process, in terms of physiological activation, both in terms of quality
and quantity. As with every method, there is a caveat, and regarding physiological measurements
these may reflect a specific arousal. Indeed, although the illusion of visualizing the mental pro-
cess may be created, for the experimenter gains access to real-time processing data, these remain
indirect measurements. With careful experimental design, variations in the recorded data can be
attributed with lesser or higher probability to the experimental manipulation, but this attribution
remains probabilistic.

Task simulations

The last method for evaluating performance is simulating real-world tasks. Task simulations have
the highest face validity, since they are close to executing real-life complex tasks (e.g., a flight simu-
lator). In a military culture, this could be termed as the “train-as-you-fight” approach. However, this
complexity can make it difficult to implement and hard to standardize, since their validity relies on
the tailoring to specific tasks. Furthermore, for complex tasks, a potential decrement would be dif-
ficult to interpret, since the degraded modality could be hard to identify. Since neuropsychological
assessment is more and more concerned with ecological validity, as discussed before, a growing
number of studies use task simulations to be able to issue statement about everyday performance,
rather than about specific neuropsychological impairments. For example, researchers investigating
prospective memory used a simulation of a shopping task (Farrimond, Knight & Titov, 2006), and
real-life cognitive skills have been evaluated through the virtual reconstitution of a street scene
(Titov & Knight, 2005). Despite all the whistles and bells about augmented and virtual reality,
these offer only a range of tools within this category, not a new paradigm. However, the correct use
of these methods depends mainly on the research question. If the effect of external variables, e.g.,
intake of caffeine under different pharmacological forms and doses, on a given performance, e.g.,
driving, is the focus of research, the use of a driving simulator is a coherent choice. If the research
question is about the locus of performance effects of caffeine, the use of task simulation will not
allow investigators to isolate the different components of this ability.

Conclusion

As stated before, using the method of converging operations enhances the informational value of
cognitive investigations. It seems therefore critical to rely on several indicators, which have to
be chosen by balancing their respective strengths and weaknesses in the function of the research
question and the experimental setting. In the light of this brief overview on the definition and
the assessment of mental performance, we hope we have conveyed the necessary caution when
assessing so-called “scientific results” regarding mental performance-enhancing techniques. The
following section will delve into a more detailed account of cognitive psychology, to try and
“demystify” some of the jargon used in the description of mental performance.
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Cognitive psychology

Cognitive psychology concerns the understanding of how people think, learn, remember, and
solve problems, exploring the intricate workings of the mind to uncover the underlying processes
that drive human behaviour. Understanding key cognitive psychology concepts is crucial for indi-
viduals working in a wide range of high mental performance domains. For example, aviation
psychologists might focus on the cognitive processes involved in pilot decision-making, situation
awareness, and multitasking under high-pressure situations (for a practical illustration of this, we
refer to Chapter 11, where a case study in aviation psychology is presented), whereas human factors
engineers aim to optimize the interaction between humans and technology, considering cognitive
processes to design systems and interfaces that enhance performance and reduce errors. In such
contexts, cognitive psychology contributes by understanding and enhancing mental processes to
facilitate optimal performance, whether it is in the cockpit, on the field, in the workplace, or in com-
plex environments. The application of cognitive psychology principles can lead to interventions
and strategies that improve attentional control, memory, and decision-making skills, ultimately
enhancing overall mental performance.

Cognitive processing

As discussed before, the most common outcome variables of cognitive tests are reaction time and
error rates. Reaction time is the time that elapses between the presentation of a stimuli and a behav-
ioural response, and is thus interpreted as the outcome of processing speed. Two types of reaction
time are simple reaction time and choice reaction time. Simple reaction time is when a person
reacts as quickly as possible to a single stimulus such as a tone, light, or symbol. In contrast a
choice reaction time requires the person to make the correct choice regarding the response to a spe-
cific stimuli presented at the time (Deary, Liewald, & Nissan, 2011). Reaction time is influenced
by a number of factors.

Age is one such factor: individuals’ processing speed tends to decrease across the life span. The
decrease is slow from young adulthood to middle age when the slowing becomes more pronounced
after one reaches one’s 50s and seems to plateau once people reach their 70s (Welford, 1977; Jevas
and Yan, 2001; Luchies et al., 2002; Der and Deary, 2006). Reaction time represents an important
component of the decline of higher level cognitive function observed in older populations
(Madden, 2001; Salthouse, 1996). Interventions with the elderly to improve their step performance
and decrease their falls have been shown to impact both simple and choice reactions times (Okubo,
Schoene, & Lord, 2017), which indicates a link with physical fitness as well.

Indeed, reaction time is one of the cognitive outcomes that is influenced by physical fitness.
Smith et al. (2010) reports a meta-analysis that among older individuals aerobic training as well
as combined aerobic and strength training conferred multiple neurocognitive benefits including
improved processing speed. A review from Bherer, Erickson, and Liu-Ambrose (2013) also
concludes that aerobic exercise for older adults has broad spectrum benefits including neurocognitive
outcomes such as reaction time. A meta-analysis from Chang, Labban, Gapin, and Etnier (2012)
examined the effect of a single acute session of exercise. Results indicated that a consistent small
positive effect of exercise on cognitive performance including choice reaction time was observed
for three periods: during exercise, immediately following exercise, and after a brief delay.

Fatigue is another significant factor of influence with reaction time (see also section ‘“Mental
fatigue”). The first scientific investigation of how fatigue affects reaction times and error rates was
by Mackworth (1948), in response to a very practical request from the UK Royal Air Force during
WWIL. The question was how long radar operators could accurately detect potential enemies, and
thus how long they could be kept on duty. This initial practical enquiry started a whole field of
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study, namely sustained attention. Van den Berg and Neely (2006) compared individuals’ perform-
ance on a monotonous simple reaction time task that required low rates or response over a two-hour
time period. Individuals completed this task well rested and partially sleep deprived and results
showed that found that reaction times were slower when individual were sleep deprived. Cote
et al. (2009) randomly assigned individuals to three, five, or eight hours of sleep per night for two
nights. They reported a dose-dependent deterioration in reaction time, meaning those with the least
sleep performed worse while those on the eight-hour sleep schedule showed stable performance.
Electroencephalography (EEG) data showed that three- and five-hour sleep groups experienced
greater physiological sleepiness relative to baseline with those in the three-hour group having
widespread EEG slowing later during the day. High-frequency EEG observed in the restricted
sleep groups reflects compensatory efforts. Naps have been investigated as a countermeasure for
fatigue during work periods. Takahashi et al. (2004) studied workers on a day shift who were
allowed to take a 15-minute afternoon nap on the job. Workers’ attitude toward the intervention
was positive and they reported higher levels of alertness but no changes in reaction time were
observed. Smith, Kilby, Jorgensen, and Douglas (2007) found that a 30-minute nap during a night
shift for health workers had a positive impact on reaction times (faster responding) and subjective
measures of alertness and that these persisted through the remainder of the shift but that it was not
sufficient to return performance back to the baseline of the beginning of their shift.

Another factor influencing processing speed is the overall arousal of the individual. This has
become an area of research in itself, which we will describe in a further section regarding stress
and behavioural energetics.

The information-processing model

Cognitive psychology emerged as a reaction to behaviourism, which focused on observable
behaviours while largely ignoring internal mental processes of the mind. The advent of computers
provided a powerful metaphor for understanding the human mind. Psychologists began conceptu-
alizing the mind as an information-processing system similar to a computer, with input, processing,
output, and storage. The information-processing framework continues to help strongly how
applied scientists create better tools, training, and strategies that align with how different aspects
of our minds naturally function, ultimately improving outcomes in various practical settings. For
example, the development of one of the firsts serial models of memory by Richard Atkinson and
Richard Shiffrin (1968) led scientists with an organized model introducing specific tasks and strat-
egies, targeted at specific aspects of memory and clarified their capacity limits.

The mind as a computer metaphor often assumed static and rule-based systems, akin to the pro-
gramming of a computer. However, advances in neuroscience, particularly in the understanding of
embodied cognition and neural plasticity, challenged this assumption (Jones et al., 2006). Neural
plasticity refers to the brain’s ability to reorganize itself by forming new connections throughout
life, whereas embodied cognition relates to the active adaptation and reconfiguration of our cog-
nitive systems by interacting with the environment. This is where new advances in artificial intel-
ligence and neural networks are opening new areas of understanding how our minds constantly
change after making interpretations of incoming information (Pfeifer & Lida, 2004).

The information processing models of cognition are crucial for improving mental performance
because they provide a systematic framework for developing interventions, strategies, and tech-
nologies that align with cognitive processes. In the following sections, we describe some of the
most influential cognitive models of attention, executive functions, and memory. Understanding
each cognitive system helps when designing effective interventions (whether targeting selective,
sustained, or divided attention, for example) to optimize task performance (e.g., designs minim-
izing factors of cognitive load and the likelihood of errors).
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What is attention?

Attention is the linchpin of elite performance, transcending its evolutionary role in survival to
become the cornerstone of excellence in various domains. It serves as the silent architect of focused
awareness, the key differentiator between ordinary and extraordinary achievements. In the realm of
elite soldiers, attention is the razor’s edge that hones situational awareness, enabling rapid, precise
responses in the midst of chaos. For athletes, it is the finely tuned focus that elevates performance
to the pinnacle of precision and grace. Grounded in the principles of cognitive psychology and
neuroscience, attention emerges not just as a survival tool but as the catalyst that propels individ-
uals to triumph in the face of complexity, making it an indispensable asset for those aspiring to elite
feats (Goldstein, 2019; Gazzaniga, Ivry & Mangun, 2018). Attention can be considered a minimal
requirement for cognitive processing and mental performance. Attention acts as a gateway, deter-
mining which information is processed and which is ignored. It is an essential filter that allocates
cognitive resources to relevant stimuli while filtering out distractions. Without attention, cognitive
processes would lack direction and focus, hindering the ability to perceive, process, and respond to
information effectively. Whether in problem-solving, decision-making, learning, or any cognitive
task, attention provides the foundational framework for optimal mental performance. In this sense,
attention is a fundamental prerequisite for the entire spectrum of cognitive processing.

Attention is multidimensional in nature, ranging from purely physiological levels of reactiveness
(also called arousal) to sustained processing of crucial tasks while avoiding distractors. Each com-
ponent involves different cognitive processes and neural mechanisms, adding layers of complexity
to its study. Attention has traditionally been classified as having three main components: alerting,
orienting, and executive control (Petersen & Posner, 2012). Alerting involves achieving a state of
readiness to perceive stimuli, acting as the “fuel” that powers the intensity of attention. This is essen-
tial for high mental performance, as in high-stress situations a heightened state of alertness primes
individuals to rapidly detect threats, process critical information, and make split-second decisions.
Thus, ensuring mission success while minimizing risks requires maintaining optimal alertness or
cognitive readiness, for instance by ensuring appropriate sleep (Killgore, 2010). Orienting, in turn,
is the ability to shift and direct one’s focus towards specific stimuli or locations in the environment,
allowing us to prioritize and process relevant information, and thus guiding responses to potential
threats or strategic details. While orienting can automatically guide responses to salient and unex-
pected stimuli (for example, enhancing combat skills), relying solely on external cues can divert
focus from the task at hand and lead to a loss of concentration on important goals. Finally, executive
attention refers to the management and voluntary control of one’s focus in situations that require
resolving conflicts, shifting focus, and maintaining concentration on relevant tasks (Table 2.1).
Executive attention is intimately related to the cognitive system responsible for supervising and
coordinating various mental processes online (Baddeley, 2012), and rather than understood as the
opposite of orienting, it should be understood as a simultaneous process actively deciding whether
to follow external or internal cues, relevance, or instructions (Katsuki & Constantinidis, 2013).
Executive attention helps elite performers to prioritize critical details, anticipate potential threats
and suppress irrelevant distractions, formulate strategic plans, and shift focus as needed, all of
which contribute to enhancing decision-making, response times, and overall cognitive efficiency
(Gray, Gaska, & Winterbottom, 2016). Other authors provide an in-depth explanation on the con-
ceptualization of attention in contemporary psychology and neuroscience (Esterman & Rothlein,
2019; Lindsay, 2020).

In today’s technologically driven world, attention has become the currency of the digital
realm. We are encircled by a myriad of devices, including smartphones, tablets, laptops, and
smartwatches, each competing for our cognitive focus. The ubiquity of these gadgets has ushered
in an era where our attention is persistently under siege by a barrage of distractions. The fear of
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Figure 2.1 At any given task, our performance depends on a sufficient, yet not too elevated, level of arousal.
However, an engaged individual cannot rely on a sufficient level of motivation to engage in a
task, but also needs to deploy an optimal level of attentional allocation to a specific task in order
to sustain task-related information processing, while inhibiting the distraction from task-unrelated
processes.

missing out, perpetuated by the constant stream of information and updates, exerts a powerful pull
on our minds, increasing our mental load. Notifications, with their intrusive beeps and alerts, punc-
tuate our daily lives, drawing us away from our tasks. These digital interruptions, among others,
collectively conspire to fragment our attention, leaving us in a perpetual battle to safeguard our
cognitive resources in this ever-connected world.

Attention, as has been introduced, is not an isolated mechanism independent from other psycho-
logical functions, indeed we deploy attention towards expected stimuli following plans and motiv-
ations based on memorized rules. Knudsen (2007) describes four component processes which are
fundamental to attention:

* working memory,

* competitive selection,

* top-down sensitivity control, and

* filtering for stimuli that are likely to be behaviourally important (salience filters).

In focusing on relevant information, a competitive selection process operates (Desimone &
Duncan, 1995). Consider an elite athlete in a team sport in action, where attention is divided among
factors like opponents’ moves, game dynamics, and teammates’ positions. Competitive selection
prevents overwhelm, prioritizing crucial details through top-down sensitivity control aligned with
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Figure 2.2 A generic information processing model of learning and memory based on the model originally
proposed by Atkinson and Shiffrin (1968).

performance goals. This process works with bottom-up salience filters, highlighting important
but infrequent cues. These filters can override ongoing tasks, exemplified when an athlete swiftly
adapts to sudden changes in the game (Egeth & Yantis, 1997). Egeth and Yantis stress the dynamic
interplay of attention between stimuli and goals.

Working memory, in turn, is like your mental notepad, holding onto information briefly for
tasks like solving problems or following directions, making it crucial for everyday thinking and
decision-making.

Let us proceed to a detailed analysis of each component in this model, encompassing both
executive functions and memory.

Executive functions

Executive functions (also typically referred to as cognitive control) refer to a set of higher-order
cognitive processes that facilitate goal-directed behaviour, encompassing skills such as working
memory, cognitive flexibility, and inhibitory control. These functions are crucial for planning,
decision-making, and problem-solving, contributing to adaptive and flexible behaviour (Diamond,
2013). Executive functions are intricately linked not just to attention, but also to elite mental per-
formance (Miyake et al., 2000). In high-stakes environments, such as those encountered by
elite athletes, soldiers, musicians, or professionals, the ability to maintain focus, quickly adapt to
changing conditions, and inhibit irrelevant information is paramount. Strong executive functions
contribute to heightened decision-making precision, efficient problem-solving, and adaptability,
all essential for achieving peak performance. Executive functions are implicated in the control
and regulation of “lower-level” cognitive processes and goal-directed, future-oriented behaviour.
They are activated when confronted by unfamiliar circumstances and are required to optimize
our response (Alvarez & Emory, 2006; Gilbert & Burgess, 2008). It is also typically invoked as
an important control process when we need to intervene in a lower-level process such as when
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Table 2.1 Executive functions

Core executive functions High executive functions

WORKING MEMORY: PROBLEM-SOLVING:

The ability to temporarily hold and manipulate The skill to effectively solve complex problems by
information for cognitive tasks (see next section considering various strategies and alternatives.
on memory).

INHIBITORY CONTROL: GOAL-SETTING:

The ability to suppress or override automatic or The capability to establish and pursue well-defined
prepotent responses. objectives.

COGNITIVE FLEXIBILITY: METACOGNITION:

The capacity to adapt and switch between different ~Awareness and understanding of one’s own
cognitive tasks or mental sets. cognitive processes, including monitoring

regulating one’s thinking.

a routine response process produces an error. As such this serves a crucial adaptation function
within the attentional control system (Barkley, 1996; Manly & Robertson, 1997; Stuss et al., 1998;
Stuss et al., 2001). Research has identified inhibition (preventing a prepotent response) as well
as the ability to switch between tasks as core components of the cognitive control (Baldo et al.,
2001; Burgess et al., 1998; Rabbitt, 1997; Troyer et al., 1998; Welsh, Satterlee-Cartmell & Stine,
1999), upon which other high-level executive functions are built (as summarized in Table 2.1).
Some of the key high executive functions are problem-solving, goal-setting, and metacognition.
Problem-solving is akin to assembling a mental puzzle where individuals strategically manipulate
mental representations (Newell & Simon, 1972). The process involves breaking down a complex
problem into manageable components, accessing relevant knowledge from long-term memory,
and generating potential solutions through trial and error or heuristic strategies. Goal-setting is
another key cognitive process where individuals establish specific and challenging objectives, and
these objectives are characterized by being Specific, Measurable, Achievable, Relevant, and Time-
bound (SMART; Locke & Latham, 2002). Chapter 4 claborates on goal-setting as a mental skill
to enhance performance. Strongly intertwined with both problem-solving and goal-setting, meta-
cognition is a key mechanism involved in self-regulation associated to the ability to evaluate one’s
mental functions and performance (Rahnev, 2021). The relevance of executive functions in applied
performance research is highlighted in Chapter 15, with the description of mental performance in
the corporate world.

What is memory?

If attention is the crucial mechanism allowing for outstanding information processing in the pre-
sent moment, memory can be understood as the ability to retain and recall relevant information
from the past. In other words, without memory there is no learning and thus we would be at the
mercy of perpetual ignorance, unable to benefit from past experiences or apply acquired know-
ledge to navigate and adapt to our surroundings. Without memory, elite performance would not
exist. Similar to attention, memory is multidimensional in nature, this section covers a broad cat-
egorization depending on both the duration for which information is retained and its content.

SENSORY MEMORY

This is the briefest form of memory and pertains to the initial processing of sensory information
from the environment (Irwin & Thomas, 2008). It retains information for a very short period,
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typically of the order of milliseconds to seconds. It can be thought of as a continuation of the
present event but removed in time and always modality-specific (Crowder & Surprenant, 2000).
However insignificant it can appear, sensory memory is very relevant to elite behavioural perform-
ance since it allows for a quick processing of incoming information, with its associated enhanced
reaction times, precision in movements and enhanced situational awareness.

SHORT-TERM MEMORY (AND WORKING MEMORY)

Since the inception of scientific memory research, initiated by experiments conducted by Hermann
Ebbinghaus in the 1880s, revealing the primacy and recency effects, which highlight the tendency
to better remember the first and last items in a list, numerous studies have sought to identify
factors influencing memory retention. Initially, the primary goal of retaining items in short-term
memory was seen as facilitating their transfer to long-term memory and expanding the concurrent
storage capacity of short-term memory for swift retrieval in tasks (Atkinson & Shiffrin, 1968).
However, it became evident that this process is not passive; rather, items in short-term memory
can be actively manipulated to extract pertinent features (Kail & Hall, 2001; Aben, Stapert &
Blokland, 2012). This active processing, now recognized as working memory, plays a pivotal role
in efficient long-term storage and enhances decision-making, a critical component of executive
functions in contemporary understanding (Baddeley and Hitch, 1974; Baddeley, 2020). Although
initial experiments revealed a limitation of short-term retention for about 30 seconds, the most
influential result came from studies showing that the active use of information in short-term
memory allows for infinite online availability of information of about seven plus or minus two
sets of inputs (Miller, 1956).

Critically, working memory is a capacity limited system, meaning that information needs to be
constantly maintained or it won’t be retained. Because of its limited capacity, information competes
to access the system. Here is when attention becomes crucial, helping control and guide working
memory, together with other executive functions, to the task-related information processing. This
aspect of working memory is called “the central executive”. However, working memory is said to
have two other main components, being the phonological loop, in charge of rehearsing auditory
and verbal information, and the visuo-spatial sketchpad, in charge of stimulating visuo-spatial
information (Genovesio, Brasted & Wise 2006, LaBar et al. 1999).

Working memory itself is sensitive to fatigue, similarly to processing speed, such that when
people are tired, we see reduced capacity and efficiency of processing (Cote et al., 2009). There has
been much interest in working memory training in recent years. The topic is one of considerable
controversy. What is difficult to determine from the current evidence is: what exactly is the mech-
anism of change that underlies working memory training interventions? Are participants increasing
their baseline capacity of the system? Or due to the repetitious nature of the hundreds and thousands
of memory trials within training studies are participants deriving or deploying memory strategies
to improve performance while their basic cognitive capacity remains unchanged? For more discus-
sion of memory training and other interventions see Chapter 8.

LONG-TERM MEMORY

Long-term memory is the system responsible for the storage of information over a longer period,
ranging from minutes to a lifetime. It has a much larger capacity compared to short-term memory
and requires extra layers of mental preprocessing (Norris, 2017). However, although different,
similar genetic and neural mechanisms might be in play (Bailey, Bartsch & Kandel, 1996; Hawkins,
Kandel & Bailey, 2006). Long-term memory can be further divided into explicit (declarative) and
implicit (non-declarative) memory.
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Explicit or declarative memory involves the conscious recollection of information and is divided
into two subtypes: episodic and semantic memories. Episodic being the recollection of specific
events or experiences in a temporo-spatial context, and semantic memory being the abstract know-
ledge and facts not tied to specific experiences. Interestingly, flashbulb memories are a particular
subset of episodic memories, which are highly emotionally charged. For example, for the 9/11
terrorist attacks in the USA, some people report being able to remember vivid details from the day
of the event and the moment they learned the news. No matter how vivid the recollection, these
memories are just as vulnerable to inaccuracies as other memories.

In turn, implicit or procedural memory, involves how prior experiences and behaviours, even
without conscious awareness, are maintained or improved over time. This includes skills, habits,
and unconscious priming effects (i.e., a psychological phenomenon where exposure to a stimulus,
a prime, influences a person’s response to a subsequent related stimulus). This type of memory is
painfully free from explicit explanations and particularly dependent on active practice, the more a
task is practiced, the more it becomes automated and freed from executive control.

Conclusion

The purpose of this introduction to cognitive psychology was to highlight some of the mental
processes that are constantly at work when people are living their everyday lives. Most individuals
can remain unaware of the intricacies of the mind. However, for human performance professionals,
it is valuable to consider how the performance we aim to enhance is constructed. Threat discrimin-
ation, situational awareness, split second decision-making, planning, etc. collectively rest on these
basic and more advanced functions. This understanding comes to the forefront when we desire to
deliver specialized training through devices or other skill training programs. It would be wise to con-
sider what is the mechanism of change and whether there is evidence that this capacity is malleable.
It is our recommendation to consider these propensities when designing systems and procedures.

How mental is mental performance: a psychophysiological concept of performance

Performance

We have now briefly described the academic fundamental research aiming to uncover the cogs
and wheels behind our information processing. At the applied end of the spectrum, what we may
call the user end, humans have always striven to increase their mental capacities. During the last
decades, cognitive enhancement has received a considerable amount of attention both in the gen-
eral population and in the academic community. It can be defined as the attempt to increase, in
healthy individuals, cognitive functions (Taya, Sun, Babiloni, Thakor, & Bezerianos, 2015; Thakor
& Sherman, 2013). As we have described earlier, cognitive functions help the organism to process
and organize information to guide behaviour (e.g., reasoning or coordination of motor output).
Despite the fact that there are no existing instruments to directly measure mental processes, per-
formance is always an adaptative response to demands of the environment (Homan, 2002; Salehi
et al., 2010). Thus, understanding cognitive performance would benefit from the addition of sub-
jective and psychophysiological aspects to the traditionally measured behavioural outcomes (i.e.,
reaction times and error rates) (Pattyn et al., 2009).

Psychophysiology

Most definitions of psychophysiology emphasize the mapping of the relationships between
mechanisms underlying psychological and physiological events (e.g., Hugdahl, 1995).



20 N. Pattyn, J. Van Cutsem, A. Martin, R. Hauffa, and J. Ungerer

Psychophysiology is based on the assumption that human perception, thought, emotion, and action
are embodied phenomena (Cacioppo, Tassinary & Berntson, 2000) and that an integrated view of
the whole organism will provide information which, with the appropriate experimental design,
can shed light on human processes. The level of analysis is not on isolated components, but on an
integrative view of the interaction between organisms and their environments. No subordination or
hierarchical relationship is implied between mind and body.

Several physiological measurements have been used to infer information about mental processes.
Two types of recordings can be distinguished: those aiming to record specific brain activity and
those targeting systemic activation, fitting with the behavioural energetics approach we will
describe later on. Overall, these systemic measures include galvanic skin response (humidity, and
therefore conductance, of the skin), pupillary diameter, heart frequency, blood pressure, respiratory
frequency, and others. These systemic measures have been used to either reflect the reaction of
an organism on exposure to psychological variables (e.g., in mood induction procedures or stress
research) or to provide information about resource allocation, the activation level of the overall
system.

As stated by Ohman, Hamm, and Hughdahl (2000), nervous systems play a key role in making
organisms integrated systems. For researchers, it seems very appealing to use indicators that
reflect the state of these nervous systems. Furthermore, these indicators are less dependent on
the subjects’ collaboration, can give information on mental processes in real time, and are “hard
data”: objective, reliable, and easily quantifiable. However, physiology is not just a window into
the brain and mind: “heart rate, for example, has more important business to mind than informing
psychologists about the level of arousal in research participants” (Ohman et al., 2000). This is
why many psychologists are often disappointed by psychophysiological results: an important
matter of debate is that physiological and psychological measurements often fail to show reli-
able correlations. Considering a correlation between two measures as reflecting a shared source of
variance, reaction time and heart rate could, theoretically, show a correlation based on an experi-
mental variation of cognitive workload. However, while this experimental variation could account
for most of the variance observed in reaction time, it will never account for most of the variance
observed in heart rate, since the latter is the complex output of countless feedback loops in different
systems, mainly tasked with the maintenance of homeostasis for bodily functions (Cacioppo &
Tassinary, 1990).

The nervous system

The common denominator of physiological recordings applied in psychophysiological research is
to reflect either central, or somatic, or autonomic nervous system activation. In mental perform-
ance applications throughout this handbook, we will mainly discuss either central (i.e., brain) or
autonomic nervous system (ANS) activation. We will now provide an introductory description of
the measures for both.

As depicted in Figure 2.3, the nervous system includes both the central nervous system (CNS)
and the peripheral nervous system (PNS). The CNS comprises the brain (i.e., the body’s “control
centre”) and spinal cord, while the PNS contains the nerves or neuronal axons through which the
central nervous system interacts with the rest of the body. The CNS receives information about
changes in the internal and external environment through afferent sensory nerves. The CNS is
responsible for integrating, processing, and coordinating the sensory information and the motor
commands. The nervous system is made up of nerve cells called neurons which are responsible for
all the connections in this information-transmitting system, and thus also between brain and body.
There are three main types of neurons. First, the sensory neurons carry information from the internal
and external environment upward toward the CNS. Second, the motor neurons send information
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Figure 2.3 Representation of the human nervous system. Adapted from https://kaiserscience.wordpress.com/
biology-the-livingenvironment/physiology/brain-and- nervous-system/

downward and away from the CNS to control the activity of muscles. Third, in between sensory
and motor neurons, they are the association neurons also called the interneurons. Interneurons
mediate simple reflexes as well as being responsible for the highest functions of the brain, the cog-
nitive processes we have described in a previous section.

Brain anatomy

The brain is anatomically divided into three parts: (1) the cerebrum, (2) the cerebellum, and (3) the
brainstem (see Figure 2.4 for an overview).

As a result of evolution, the brainstem and the cerebellum, which are included in the primitive
or reptilian brain, are responsible for survival. The brainstem relays signals from the spinal cord
and directs basic internal functions and reflexes; whereas the cerebellum adjusts body movements,
speech coordination, and balance. The cerebrum, the most prominent part of the brain, which
includes the cerebral cortex, is responsible for higher mental functions. It is divided by the longi-
tudinal fissure into two hemispheres, i.e., the left and the right hemispheres (see Figure 2.5). The
corpus callosum, located underneath the cerebrum at the midline of the brain, allows for commu-
nication between both hemispheres. This large connective pathway is connected to the cerebrum
by a white fibrous tract. The cerebrum’s surface is made of ridges (gyri) and grooves (sulci). These
increase the amount of cortex in the cranial cavity and thus the surface area for information pro-
cessing capability. Some sulci divide each hemisphere into four lobes, named after the cranial
bones overlying them: the frontal lobe, the temporal lobe, the occipital lobe, and the parietal lobe
(see Figure 2.5).
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Figure 2.4 The different subdivisions of the brain.
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Figure 2.5 Representation of the four lobes for the left cerebral hemisphere. The cerebrum’s surface is made
of ridges (gyri) and grooves (sulci).
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Figure 2.6 The specialized areas of the cerebrum.

The lobes are functional segments and they are specialized in various areas: (1) somatic sensory
areas receiving impulses from the body’s sensory receptors, (2) primary motor area sending
impulses to skeletal muscles, and (3) areas involved in the interpretation such as Broca’s area
involved in our ability to speak (see Figure 2.6).

Many of the described functions are carried out by both sides of the brain, but some are largely
lateralized to one cerebral hemisphere or the other. Areas concerned with some of these higher
functions, such as speech (which is lateralized in the left hemisphere in most people), have been
identified. While there is some specialization to each hemisphere, the idea of lateralization of
functions has been oversimplified in pop culture. Some functions produce activity on both sides of
the brain, and the processing of these may be different in different people (e.g., novices vs. experts).

The brain as part of the network: the example of the stress response

Beneath the lobes of the cerebral cortex is a complex network of connections and structures. One
of these structures is the limbic system; it is key to understanding emotions, memory, and the fight-
or-flight response, which we will describe in more detail in the section about stress. Some of the
parts of the limbic system (diencephalon) include: (1) the amygdala, associated with deep emotions
and fear; (2) the hippocampus, which is crucial for memory storage and emotions; (3) the anterior
thalamic nuclei, which is necessary for sensory data processing, and (4) the thalamus, which relays
impulses from all sensory systems to the cerebral cortex, which in turn sends messages back to
the thalamus. Below the thalamus, the hypothalamus (the master gland of our endocrine system)
controls the survival functions and the autonomic nervous system. Indeed, to respond to a stressful
challenge, the brainstem starts the noradrenaline release in a variety of structures as well as the
adrenaline release from the adrenal glands (situated just above the kidney). Their release underpins
the fight-or-flight response (sympathetic activation).

The fight-or-flight response is also a neuroendocrine response resulting from the activation of a
circuit linking the brain and the body (i.e., the hypothalamic—pituitary—adrenal or HPA axis). This
links the hypothalamus, the pituitary gland, the adrenal cortex, and the hippocampus together by
a bloodstream highway carrying specialized hormones. The hypothalamus is the key brain area
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regulating many of our hormones. Indeed, the hypothalamus integrates the inputs received from
areas of the brain processing emotional information with the inputs coming from regions of the
brainstem controlling sympathetic nervous responses to produce a hormonal response activating
the pituitary gland. The pituitary gland releases a hormone called adrenocorticotropin (ACTH)
into the bloodstream, which in turn stimulates the production of cortisol by the adrenal glands.
Cortisol is a steroid hormone which is key in the stress response, as it raises metabolic fuels (e.g.,
blood sugar or fatty acids), helps adrenaline raise blood pressure, and turns off all the processes
that are not essential for survival (e.g., digestion, inflammation, or wound healing). Then, cor-
tisol feeds back to the brain to turn on the amygdala and to turn off the hippocampus. The hippo-
campus has two types of cortisol receptors: (1) the low mineralocorticoid (MR) receptor, activated
by the normally circulating levels of cortisol in the bloodstream; and (2) the high glucocorticoid
(GR) receptor, activated when cortisol levels increase, if in excess, the activity of the receptor is
sustained to shut down the hippocampus. This is the classical curve relating optimal stress to brain
function, which we will discuss in the upcoming section on stress.

Electrophysiological recordings of the brain: EEG

The physiological activity of the brain can be measured, quantified, and investigated through
different imaging techniques. These techniques are based either on hemodynamic (i.e., blood flow)
changes, which is the case for functional magnetic resonance imaging (fMRI); metabolic activity,
for example, positron emission tomography (PET scan) or near infrared spectroscopy (NIRS); or
electromagnetic recording, which is the oldest brain “imaging” technique, electroencephalography
(EEG). Since the techniques reviewed and described in subsequent chapters do not use any other
functional brain imagery method, we will focus on EEG.

In EEG, brain-related electrical potentials are recorded from the scalp. EEG signals always
represent the potential difference between two electrodes, an active electrode and the so-called
reference electrode. Electrodes are located on the head according to an internationally accepted
standard, the 10-20 system, which thus standardizes the recording of electrical activity in specific
areas (see Figure 2.7).

Figure 2.7 10-20 system is an internationally recognized method to describe the location of the scalp
electrodes. The system is based on the relationship between the location of a sensor and the under-
lying area of cerebral cortex. The number 10-20 refers to the f fact that the distance between
adjacent electrodes are either 10% or 20% of the total front-back or right-left distance of the skull.
The lobe is identified by a letter (F = frontal; C = central; P = parietal; T = temporal; O = occipital)
and the hemisphere by a number (even numbers on the right hemisphere and odd numbers on the
left hemisphere).
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One single electrode can detect changes in the field potential of thousands to millions of neurons
(see Figure 2.7) on the surface of the cortex across a localized area. To communicate together,
neurons use an electrochemical event which is called the action potential. The action potential is
a discharge caused by fast opening and closing of sodium (Na*) and potassium (K*) ion channels
in the neuron membrane. Nerve fibres behave like electrical conductors, and so an action potential
generated at one point creates another gradient of voltage between the active and resting membranes
adjacent to it. In this way, the action potential is actively propelled in a wave of depolarization that
spreads from one end of the nerve fibre to the other.

Once an individual neuron has completed an action potential, it begins to repolarize to reju-
venate itself. The time period needed to do this is called a refractory period, in which no further
communication can take place. Tracking these discharges over time reveals the electrical brain
activity. Either visual or spectral analysis (fast Fourier-transform) of the recorded brain activity
indicates that neurons oscillate within a range of distinct frequency ranges. Raw EEG contains
various EEG frequency components, ranging from the lowest to the highest as delta, theta, alpha,
beta, and gamma. The patterns of EEG frequencies vary, depending on the measured brain location
and the activities performed. Each of these specific frequency ranges is obtained by a rhythmic
pacemaker property of neurons, either by intrinsically generating oscillations in electrical voltage,
or by interacting with other neurons in an excitatory/inhibitory pattern, or in a combination of the
above (Steriade, Jones, & Llinas, 1990).

EEG oscillations appear to be dependent on interactions between the cortex and the thalamus,
which both produce intrinsically rhythmical activities. Whereas the thalamus has been critically
implicated in the pacing of such rhythmical activities, the cortex provides the coherent output in
response to thalamic input and generates the clear majority of oscillations that can be recorded at
the scalp. Nonetheless, the drivers behind many of these oscillations have yet to be confirmed.
Chapter 7 (Neurostimulation Tools) and Chapter 9 (Biofeedback) will apply these notions of
neurophysiology.

The autonomic nervous system

The ANS is called autonomic, or self-governing, because it acts independently, not requiring vol-
untary action or consciousness from the subjects. As we will further discuss in Chapter 6, in the
section related to breathing techniques, this classical neuro-anatomical distinction is challenged by
breath control, which is the only vital function with a leverage for voluntary control. The ANS is
subdivided into two anatomically and functionally distinct systems: the sympathetic branch and
the parasympathetic branch. Figure 2.8 gives a schematic representation of the activity of both
branches of the ANS on a range of effector organs. This figure does not provide an anatomically
precise view of the system but shows a good summary of the antagonist effects on various organs.
These effects have been applied in psychophysiological research to infer the activity of the ANS.
For example, the use of pupillary diameter as a proxy for arousal, which, as shown on Figure 2.8,
increases with sympathetic stimulation.

This usual textbook description (e.g., Carlson, 2017) of this part of the peripheral nervous
system, is a concept of two antagonizing branches innervating the same effector organs, which
status is always a result of the shifting balance between both. Both branches are the sympathetic
and the parasympathetic nervous system, where the action of the sympathetic is usually described
as activating, whereas the parasympathetic is considered the inhibiting, or relaxing mode. The
interaction of both has been described as responsible for the homeostasis, the fact the human body
was designed to warrant a constant “milieu intérieur”, one of the founding concepts of human
physiology, dating back to Claude Bernard (1857, in Carlson, 2017).
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Figure 2.8 A nerve cell, or a neuron, consists of many different parts. A neuron is composed by a soma (cell
body + nucleus), several dendrites and a unique axon. The dendrites receive the information/the
signals/the message while the cell body is the metabolic unit. When a message arrives and needs
to be transmitted to another neuron, this message is called an action potential. The axon is the
emitting unit of this message. The message is transmitted to the other cell inn a chemical form
through the synaptic terminals. This chemical will excite or inhibit the receiving cell. Nerve con-
duction is thus an electrochemical process.

The ANS description and the history of stress physiology go hand in hand, which is why we
are introducing some concepts here that will be further detailed in the following section on stress.
Indeed, Cannon’s first description of the “fight-or-flight” response (1914) and Selye’s (1936) work
on the General Adaptation Syndrome both put the stress response in the spotlight, with the “emer-
gency function” (i.e., sympathetic activation) of the ANS as the centre of gravity, and more specif-
ically the sympathetic part, ensuring energy mobilization. In physiology research, this view
described stress as a neural circuit (hypothalamus—adrenal medulla) on top of the hormonal one
(pituitary—adrenal cortex) (Ohman, Hamm & Hughdahl, 2000). Psychology applied the concept to
behavioural energetics, describing the psychophysiological integration of the stress response. This
was an important stepping stone to the motivational concept of generalized drive. After Moruzzi
and Mangoun’s (1949, in Caccioppo et al., 2000) description of the reticular activating system, the
ANS was seen as the “peripheral core” of the arousal and activation dimension (Malmo, 1965).
Thus, the use of ANS innervated organs status (e.g., heart rate or skin conductance) measures in
psychophysiology was seen as an indicator for an underlying one-dimensional concept of arousal
and activation, thus providing information about the motivational status of the organism.

The most recent functional descriptions of the ANS see the emergence of the neurovisceral
integration perspectives (Thayer & Lane, 2000; Thayer & Brosschoot, 2005; Friedman, 2007).
These models encompass the integrative regulation of cognitive, emotional, and physiological
response. They also emphasize the need for a flexible regulation, to allow for optimal adaptation
of an organism to changing environmental demands, and thus for optimal functioning. The concept
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of homeostasis, with its ideal of internal stability, where labile physiology is an indicator for path-
ology, is replaced by allostasis, stressing the fact that different circumstances demand different
allostatic set points (and thus that there is no single optimum value for each physiological param-
eter), and that the integration and regulation of this variability thus needs to happen at a systemic,
and not a local level. Rather than a stable “milieu intérieur”, these models emphasize healthy
functioning as a dynamic steady state, where the constant physiological variability allows for a
stable outcome, through a constant adaptation of the organism. To quote the editorial of a 2006
issue of Clinical Autonomic Research: “Autonomic neurology is emerging as a key nexus of cog-
nitive neuroscience, behavioural neurology, and neuropsychiatry” (Goldstein & Silverman, 2006).
The last decade has seen a growing acknowledgement that the ANS is not as autonomic as previ-
ously thought, such as the PNS is not as peripheral (Buijs, 2013).

This brain—body connection is not new, it was already suggested 150 years ago, by Claude
Bernard (Bernard, 1858, 1898; in Thayer & Lane, 2000). He claimed that the prefrontal cerebral
cortex has a regulatory function on the activity of subcortical circuits related to the motivated
response. Decades later, Thayer and Lane (2000) called this network of neural structures related
to physiological, cognitive, and emotional regulation, the Central Autonomic Network (CAN)
(Thayer & Lane, 2000). This network allows the brain to control visceromotor, neuroendocrine,
and behavioural responses, all of which are necessary for adaptive behaviour.

Figure 2.9 shows an overview of the different peripheral effectors used in psychophysiological
research to infer the autonomic activation status. One of these has a special status: breathing.
Breathing is an exception to the other ANS innervated functions, because it is the only vital physio-
logical activity that can be bypassed by free will in awake and conscious individuals. Furthermore,
breathing has a reciprocal influence on the ANS, which is the basis for all relaxation and breathing
techniques. As such, breathing is a window to influence the overall activation or arousal of an
organism, which is why it is of paramount importance in all psychophysiological self-regulation
techniques. This will be detailed in the chapters on breathing techniques and relaxation (Chapter 6),
and biofeedback (Chapter 9).

Stress

We have already described how stress has been of paramount importance in the description of the
autonomic nervous system. We have also summarized how the whole nervous system governs
the stress reaction as a neuro-hormonal circuitry. This section aims at giving readers an overview
of the most commonly used theories and the terminology. Stress will always be discussed when
targeting performance monitoring, management, or enhancement in elite performers, because it is
such a basic component of the high-performance environment.

Stress: the basics from physiology research

Fight-or-flight response

The fight-or-flight response was first described by Cannon (1914). It describes the effects of acute
stressors on the body, mediated by the sympathetic adrenomedullary system (SAM) in the first
phase and the hypothalamic pituitary adrenal axis (HPA) in the second phase (Godoy, Rossignoli,
Delfino-Pereira, Garcia-Cairasco, & de Lima Umeoka, 2018). The fight-or-flight response is
characterized by the effects of catecholamines on the body. Reactions include, but are not limited
to, bronchodilatation, tachycardia, arterial dilatation (skeletal muscles and coronary arteries),
mydriasis, glycogenolysis, and lipolysis (basically the red side of the Figure 2.9). Even though the
typical examples for this response show an “all-in” response, the single reaction depends mainly on
the amount of catecholamines released. This is based on the perceived threat level.
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The fight-or-flight response has been well researched and is described down to the molecular
level. It is, however, not sufficient to describe all aspects of stress, as experienced by human beings.
Indeed, this response is remarkably preserved throughout evolution, and can thus be investigated
through animal models. However, the complexity of human information processing, including per-
ception (which, as we described earlier, is the process of conferring meaning to signals form our
environment), adds a rich layer to the basic physiology.

General adaptation syndrome

The General Adaptation Syndrome (GAS) is based on the work of Hans Selye (1936), with subse-
quent revisions in the following decades. The GAS is defined as “integrated syndrome of closely
interrelated adaptive reactions to non-specific stress[ors] itself” (Hans Selye, 1950). The key
element of this theory is the uniform (i.e., non-specific) response pattern of the organism, inde-
pendent from the type of the stressor. The model postulates three stages: (1) the alarm phase,
characterized by acute manifestations; (2) resistance phase, when the acute manifestations dis-
appear; and (3) exhaustion phase, when the first stage reaction may be present again or when it may
result in the collapse of the organism (Hans Selye, 1936). Even though the alarm phase is often
seen as equivalent to the fight-or-flight response, the comparison is not fully accurate. Whereas
the popular understanding of the fight-or-flight response is often limited to acute perceived threat
and its activation of the SAM system (which is also not fully accurate), the GAS is more focused
on exposure to noxious stimuli and its activation of the HPA axis. The GAS should be understood
as a much more comprehensive stress model. This understanding is important for comprehension
of the resistance and exhaustion phase of the GAS. The resistance phase is characterized as the
activation of nervous and hormonal defence mechanisms, allowing the organism to adapt and sub-
sequently prevent damage and maintain homeostasis, or at least try to reach a new equilibrium,
albeit a deleterious one considering the metabolic cost. According to Selye (1956) the interaction
of the GAS with the damaging effects of the stressors, (negative) effects of the defence and internal
and external conditioning (factors specific to the situation of the individual, like genetics, envir-
onmental factors, treatment) can lead to very different diseases of adaptation. The GAS will thus
hardly ever occur in its pure form. The adaptability of the organism is not indefinite, as many of the
changes caused by the activation of defence mechanisms will express harmful consequences to the
organisms if held up for too long. Remember how we described cortisol as being the metabolic key
to the stress reaction, by inhibiting all processes irrelevant for immediate survival (such as diges-
tion, reproduction, immunity, etc.). If the noxious stimulus cannot be eliminated, the organism will
go into the exhaustion phase and eventually die.

This model is extremely useful in explaining typical symptoms related to prolonged exposure
to external and internal stimuli, like reduced performance, sleep problems, disturbance of the cir-
cadian rhythm, fatigue, psychosomatic complaints, recurrent infections etc., which are typical
“side-effects” of the adaptation phase. However, since the GAS, just as the fight-or-flight response,
stems from fundamental physiological research, it fails to address the mechanisms of “cognitive
transformation” of objective stimuli to perceived threatful or distressing stimuli (Krohne, 2001).
Furthermore, it does not properly address the influence of coping strategies as reaction to noxious
stimuli.

Stress: what’s in a name?

According to the Merriam Webster dictionary, stress is defined as a “constraining force or influ-
ence, such as [...] a physical, chemical, or emotional factor that causes bodily or mental tension
and may be a factor in disease causation [...]” and also as “a state resulting from a stress[...]”. As
shown by this definition, the general use of the term is diffuse and describes the origin as well as
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the effect of the “constraining force or influence”. A closer look at the scientific use of the term
reveals a similar divergent use. Whereas some models focus on the stimulus, others focus more
on the reaction. Modern stress theory usually focuses on a transactional approach, highlighting
the interaction of the stimulus and the individual exposed to the stimulus. However, none of these
models fully cover the complexity of stress. This is even more true for simplistic adaptations by
popular science. On the other hand, in particular the simplified adaptations are often used as a
theoretical basis for interventions to improve physical and mental performance, resilience, mental
health, and well-being.

For the sake of stringent argumentation and uniformity of nomenclature, this chapter will
refer to stimuli or the cause of the reaction as the stressor, and the reaction or effect itself as
stress (an approach which we also use in Chapter 14, when describing the specific environment
of spaceflight). Be aware that this differentiation is neither commonly accepted nor fully accurate.
The term stressor does not only refer to psychological or emotional stimuli, but also to physical
(e.g., physical trauma, heat, cold), biological (bacteria, viruses), and chemical stimuli.

Acute and chronic stressors

When looking at stress models, it is useful to differentiate between acute and chronic stressors.
Acute stressors are most commonly referred to as singular, extraordinary stimuli with a sudden,
recognizable start, with a short duration, and a foreseeable end. The stimulus is perceived as imme-
diate physical or psychological threat, and will commonly lead to a non-specific, uniform stress
response. Chronic stressors are often episodic, recurring stimuli with a long duration and without
foreseeable end. The single stimulus itself is often not perceived as an immediate threat. However,
cumulative exposure to such stimuli can result in a number of specific and non-specific stress
responses.

Eustress and distress

Whereas stress in the general meaning is seen as something negative, the physiological models
above are merely describing the physiological response. A typical argument in classes about stress
is: “I need a certain amount of stress to perform to my best”. A further development of the GAS by
Hans Selye (1956), focusing more on the psychological (and also sociological) aspects of stress,
resulted in introducing the concept of an optimal level of stress. In contrast to the early versions
of the GAS, in this model stress is defined as “the nonspecific response of the body to any demand
made upon it”, moving away from the term of the noxious stimulus. Selye argues that every indi-
vidual needs a certain amount of stress in order to be “happy”. The specific amount however
differs widely between individuals. As long as a person stays within a certain range of his or her
optimal level of stress, they will experience the demands made upon them as eustress. Over- or
understimulation on the other hand will result in distress that has an adverse effect on performance
and well-being, based on the GAS model. In both cases, the response is mediated by the same
systems (SAM and HPA). While there is some similarity between this model and the Yerkes—
Dodson law (Yerkes and Dodson, 1908; see below), the eustress—distress model is more focused
on mid- and long-term level of stimulation than on the specific situation.

Further adaptation by popular science has altered the model beyond recognition by incorporating
simplified versions of other models (e.g., the appraisal process of the transactional stress model, or
the Yerkes—Dodson law — we will discuss both in later paragraphs). The popular eustress—distress
model thus focuses on the different perception of the stimulus and the different interpretation
of the response as well as the subsequent effect on performance. Despite the model as it is used
today having a lot of face validity, it lacks proper theoretical foundation and fails to address the
mechanisms of interpretation of the stimulus and the response as positive or negative. The main
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value of the original model was to explicitly address positive responses to certain levels of stimula-
tion, which resulted in plenty of research on the mechanisms of appraisal and coping. We therefore
suggest not using this model at all, but referring to the transactional stress model (Lazarus, 1991)
or the conservation of resources theory (Hobfoll, 1989) for models of psychological stress, the
theory of challenge and threat states in athletes (Jones, Meijen, McCarthy, & Sheffield, 2009) for
a sport-focused model, and the Yerkes—Dodson law (Yerkes & Dodson, 1908) or the catastrophe
model (Fazey & Hardy, 1988) for the connection of arousal and performance.

Stress models: the forest and the trees

Transactional stress model

This transactional stress model is based on the work of Lazarus (1991, for the most recent version
of the model). In general stress is defined as a relational concept between individuals and their
environment. ‘“Psychological stress refers to a relationship with the environment that the person
appraises as significant for his or her well-being; and in which to demand, tax or exceed avail-
able coping resources” (Lazarus & Folkman, 1986). Psychological stress is thus not defined by
a specific kind of external or internal stimulus nor a specific or nonspecific response pattern. The
key factor to understanding this model are (1) the process of primary and secondary appraisal and
(2) coping.

In the primary appraisal process, a stimulus is classified as relevant versus irrelevant. Evaluation
is based on three main questions: relevance, congruence, and ego involvement: (1) is the event or
the stimulus relevant to the affected individual’s current goals; and how significant is the perceived
impact (goal relevance)? (2) If an event is classified as relevant, evaluation takes place, how will
this event affect achievement of that goal (goal congruence)? The possible outcomes are goal
congruent, if it is beneficial, or goal incongruent if it has a negative impact on achieving that goal
and is thus harmful or threatening. (3) The third factor is called ego involvement or goal content,
where appraisal of the type of goal affected is concerned. Which of my goals are affected and how
strong is the impact? Primary appraisal is not only relevant for determining if a specific situation,
e.g., incoming fire, is relevant for the outcome of the specific task, e.g., completing the mission; it
also concerns the possible effect on overarching personal goals like survival, performing well, or
avoiding failure. The results of the primary appraisal are highly relevant for the emotional response
to the stimulus and subsequently also for the secondary appraisal process.

“Secondary appraisal concerns the options and prospects for coping” (Lazarus, 1991). The
three decisions of secondary appraisal are “blame or credit”, “coping potential”, and “future
expectations”. Blame or credit focuses on the questions of “who is responsible?”” and “how much
control does the originator have over the event?” Blame as well as credit can be directed outwards
or inwards. While this might not be relevant in a short-term tactical situation (e.g., the firefight
again) it is highly relevant for other work-related stressors, like interpersonal interactions, time
pressure, high workload, or dealing with organizational constraints and restraints. The question
on coping potential mainly deals with whether and in what way the available coping mechanisms
are suitable to meet the demands upon the affected individual. The last question addresses how
the individual expects the situation to turn out with regards to his or her goals, including the pos-
sibilities of effective or ineffective coping. The result of primary and secondary appraisal depends
highly on specific factors within the individual, leading to “typical” appraisal patterns in an indi-
vidual. The resulting mediating appraisals for the same situation can thus differ highly from one
individual to another, based on their individual appraisal pattern. The appraisal process leads to
three distinguished types of mediating appraisals: threat, harm, and challenge (this, of course only
applies when the primary appraisal process yields goal incongruence). Be aware that events that
are generally seen as positive can have anticipated effects that are goal incongruent. If the goal of a
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Special Forces operator for a mission is to prove himself in combat, and during the mission he does
not have the chance to engage the enemy, this can be a threat to achieving his goal. Depending on
the hierarchy of his goals (prove oneself in combat versus achieving mission success), the medi-
ating appraisal of the overall situation could still be “threat” with the subsequent negative emotions
and thus require coping.

It is noteworthy, that most of the appraisal processes happen unconsciously and are not modi-
fiable by choice. According to Lazarus and Folkman (1984) the different kinds of mediating
appraisals are “embedded in specific types of emotional reactions, thus illustrating the close con-
junction of the fields of stress and emotions” (Krohne, 2001). Based on the appraisal process, the
individual will express certain emotions categorized as positive emotions, negative emotions, and
borderline cases (such as hope, contentment, relief, or compassion; Lazarus, 1991). It is important
to understand, that the expression of negative emotions is not necessarily detrimental to well-being
or performance, but essential to initiate a coping process that will allow an individual to reach or
adapt goals.

Coping is defined as “the cognitive and behavioural efforts made to master, tolerate or reduce
external and internal demands and conflicts among them” (Folkman & Lazarus, 1980). A majority
of the literature on coping focuses heavily on coping in reaction to harm, threat, or challenge
appraisals. In reality, coping consists mostly of different single acts forming a coping episode
(Krohne, 2001). The single coping act can be classified either as problem-focused or emotion-
focused. Problem-focused coping acts are aimed directly at the actual person—environment rela-
tionship, either by acting on the environment or acting on oneself. It often involves planful actions.
This could include eliminating a physical threat, addressing a conflict at work in order to solve it, or
the adaptation of internal goals. Emotion-focused coping relates to internal elements with the goal
to try reducing negative emotional states or reevaluating the impact of the situation on achieving a
certain goal. Examples are employment of breathing techniques or mindfulness in order to reduce
negative emotional states, but also reframing a situation as a challenge and not as a threat. Other
emotion-focused coping techniques can focus on altering attention deployment, e.g., focusing
exercises or avoidance of certain stimuli. As mentioned earlier, a coping episode usually consists
of multiple single coping acts. A typical example is the use of a breathing technique to reduce the
impact of the emotions anger and fear in a competition situation, followed by actively refocusing
on the task ahead, and then developing a plan how to best activate recovery.

The main advantage of this model is the fact that it focuses on psychological stress and puts
big emphasis on the specific situation of the affected individual. Many of the interventions used in
mental skills training (be it in the field of performance enhancement, resiliency training, or clinical
interventions) are based on modification of the coping process with the goal to subsequently alter
the (re-)appraisal process, allowing clients to achieve a challenge or beneficial appraisal of the situ-
ation instead of staying in a threat or harm state.

Theory of challenge and threat states in athletes (TCTSA)

The theory of challenge and threat states in athletes was proposed by Jones et al. (2009) and is based
on the biopsychosocial model of challenge and threat (Blascovich & Mendes, 2000; Blascovich &
Tomaka, 1996), the model of adaptive approaches to competition (Skinner & Brewer, 2004), and
“other related contemporary approaches to understanding athletes’ perceptions and experiences of
an upcoming competition”. TCTSA aims to explain why athletes perceive an upcoming competi-
tion as challenge or threat, how they respond emotionally and physiologically and how the percep-
tion as challenge or threat influences performance. Based on past research, the general assumption
is that the challenge state is associated with more favourable physiological changes, more helpful
emotional states, and increased performance, whereas the threat state will be associated with less
favourable physiological changes, more unhelpful emotional states, and decreased performance.
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Performance psychological interventions will often aim to bring athletes into the challenge state
during a competition. By revealing the mechanisms behind the appraisal process in the subse-
quent responses, the TCTSA allows development of interventions based on the specific situation
of athletes. As there are a lot of similarities between athletes’ approaches to competition and elite
soldiers or pilots’ approaches to a mission, or elite musician’s approach to performance, it seems
feasible to adapt the theory to elite performers in general. This section will therefore focus on the
appraisal within the TCTSA.

The perception of a competition, performance, or mission as threat or challenge is based on
demand appraisal and resource appraisals. Both are influenced by the dispositional style of the
individual. Demand appraisals include perception of danger, uncertainty, and required personal
effort to succeed. For a Special Forces operator this could include appraisal of known enemy
strength and equipment (danger of mission failure, injury or death), unknown factors and missing
or inaccurate intel (uncertainty), and recognition of the required physical and mental effort to com-
plete his or her specific task (effort). Demand appraisal thus determines the relevance of the situ-
ation. Resource appraisals are connected to the individual’s resources to cope with the demands of
the specific situation. They include skills, knowledge, abilities, dispositional factors, and available
external support. A Special Forces operator could, for example, see a mission as challenge when
he has sufficient shooting skills, has performed well in training or past missions (experience), and
is facing an enemy who is insufficiently trained and equipped (knowledge). The classification as
threat or challenge is hereby based on three interrelated constructs: self-efficacy, perceptions of
control, and goal orientation, which determine how effective the available resources are perceived
to be in meeting the demands.

Perceived self-efficacy is the expectation of a person that he or she can successfully complete a
task based on their own competencies. The concept of self-efficacy is mainly based on the work of
Bandura (1986). High self-efficacy beliefs in the competencies required to complete a certain task,
e.g., the upcoming mission, are associated with a challenge state whereas low self-efficacy beliefs
are associated with a threat state. Self-efficacy perception is based on accomplishments, vicarious
experiences, verbal persuasion, and physiological status (sometimes also referred to as arousal).
Based on the work of Bandura (1997), Maddux (1995), Schunk (1995), and Treasure and Monson
(1996), Jones et al. (2009) state that imaginary experiences and emotional states “may contribute
as additional sources of self-efficacy information”.

Control is an essential part of self-efficacy, as high perceived self-efficacy can only occur when
the individual feels they have enough control over the situation, so they can effectively use their
skills. Based on Skinner (1996), the three aspects of control are objective control, perceived (or
subjective) control, and experiences of control. Objective control refers to the actual control present
in the situation or the individual. In a tactical context, a pre-planned high-risk arrest is associated
with higher objective control than being surprisingly attacked during a patrol. Subjective control
in contrast is based on the individual’s belief of how much control is actually available. For the
example of the surprise attack on a patrol, the perceived level of control can be very high (e.g., due
to pre-planned and sufficiently trained procedures for such a case), despite the lack of objective
control. Many researchers argue that subjective control is a more powerful predictor of functioning
(and thus performance) than objective control (e.g., Skinner, 1996; Averill, 1973; or Burger, 1989).
Experiences of control are based on the feelings of the individual in the situation and depend on
“external conditions, subjective interpretations and individual actions” (Jones et al., 2009). In the
military context, high experiences of control are usually present when a mission runs according to
the plan (including the contingency plans) or an operator or unit have the ability to actively influ-
ence the situation as opposed to purely reacting to enemy actions.

The last construct relevant for resource appraisal is goal orientation. The TCTSA is distinguishing
four types of achievement goals that are highly relevant for determination of threat state or
challenge state. In general, achievement goals can be classified as mastery goals that focus on
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“developing competence through mastering tasks” and performance goals which focus on “dem-
onstrating competence relative to others” (Jones et al., 2009). Each of these split into approach and
avoidance goals, leading to a 2 x 2 framework of achievement goals. The valances “approach” and
“avoidance” reflect the motivational pattern behind the goal. In approach goals, the motivation is
to achieve a certain favourable outcome, whereas in avoidance goals, the motivation is to prevent
a certain unfavourable outcome. Examples for mastery approach goals (MAp) could be “I want to
minimize the number of personal errors during the performance of this aria” or “I want to improve
my personal best time on the 200m”. In contrast, mastery avoidance goals (MAv) are “I don’t want
to make more than X personal errors during the performance of this aria” or “I don’t want to score
more than X in the 200m”. Performance approach goals (PAp) are, for example, phrased like “I
want to perform better during the test run than my buddy” or “I want to be the best shooter in my
team”. Typical performance avoidance goals (PAv) are “I don’t want to score below-average in the
shooting task” or “I don’t want to be the weakest performer in my team.” Jones et al. propose that
focus on approach goals is associated with reaching a challenge state, especially when the focus is
on mastery approach goals. Mastery avoidance goals on the other hand are linked to a threat state.

In summary, the TCTSA proposes that challenge states are associated with high self-efficacy, a
perception of control, and focus on approach goals, whereas a threat state is associated with low
self-efficacy, low perceived control, and focus on avoidance goals. These notions will be further
applied in Chapter 3 (Ideal performance states).

Yerkes—Dodson law and beyond
YERKES-DODSON LAW

The Yerkes—Dodson law is a psychological construct based on the original work of Yerkes and
Dodson (1908) which has undergone multiple reinterpretation and adaption throughout the last
decades. The common understanding is an inverted U-shaped relationship between arousal and
performance, which is based on a publication of Hebb (1955). Performance increases with arousal
up to a certain point (optimal level of arousal), but decreases with even higher levels of arousal for
complex tasks. For simple tasks there is no or very limited decrease of performance.

The scientific accuracy of the reinterpretation that led to the common understanding that we
have today is questionable (see Teigen, 1994, for a detailed discussion). Nonetheless it is pre-
sent in many textbooks and psychological encyclopedias and is ubiquitously used in performance
psychology and the general assumption has been positively tested repeatedly (e.g., Humphreys and
Revelle, 1984; Anderson, 1994; Pattyn et al., 2008).

The Yerkes—Dodson Law is a very useful model to explain the importance of arousal manage-
ment within the operational environment. When using the model it should be emphasized that the
optimal level of arousal highly varies in-between individuals, depending on the specific situation,
the specific task, and internal factors (e.g., baseline “stress level”, personality traits, or appraisal
patterns).

CATASTROPHE MODEL OF ANXIETY AND PERFORMANCE

The catastrophe model of anxiety and performance was introduced by Fazey and Hardy (1988). The
model explains the relationship between the independent variables cognitive anxiety and physio-
logical arousal with the dependent variable performance by introducing the three-dimensional
model based on the “cusp catastrophe model”. The development of this model was necessary
because research findings and anecdotal evidence contradicted the two-dimensional performance—
arousal connection described by the Yerkes—Dodson law in elite sports. Contrary to the expectations
based on the Yerkes—Dodson law, athletes performance would not decrease slowly after reaching
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Figure 2.10 Fazey & Hardy’s (1988) catastrophe model of the relationship between anxiety and
performance.

the cusp but rather drastically drop and not increase again with decrease in arousal. Within the
model, the unidimensional variable “arousal” was split into “cognitive anxiety” and “physiological
arousal”. The resulting three-dimensional model is displayed in Figure 2.10. When cognitive anx-
iety is low, for example, in training situations or during rehearsal, the relationship between physio-
logical arousal and performance is an inverted U, as proposed by the Yerkes—Dodson law (rear of
Figure 2.10). In situations with high physiological arousal, e.g., during a competition, a critical
mission or high physical workload, there is a strong negative correlation between cognitive anxiety
and performance, as displayed on the right side of Figure 2.10. So in situations with high cognitive
anxiety, such as key phases of the mission or performance, the effect of physiological arousal on
performance depends on the exact height of cognitive anxiety and physiological arousal (front of
Figure 2.10). Small increases in either physiological arousal or cognitive anxiety can easily push
the performer over the cusp and result in detrimental effects on performance.

Ideal performance states

Based on the stress and performance models discussed above it is obvious that performance not
only depends on objective skill levels, but is highly dependent on the physiological and psycho-
logical state in the specific situation. For maximum utilization of specific skills during a perform-
ance event, it is essential that operators are in, or close to, an ideal/optimal performance state
when executing a mission. Understanding the key factors that enable a performer to reach such
a state must be the foundation of all interventions that aim to influence mental performance. The
determinants that are associated with ideal performance states are (1) perception of the situation
as challenge rather than as threat and (2) reaching an optimal level of arousal at the right time.
Elite performers will intuitively use coping strategies and mental skills to alter the situational
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appraisal and the arousal level by influencing multiple, underlying factors associated with them.
For instance, using imagery techniques to increase self-efficacy, focus on approach goals, and
practice mindfulness to reduce the impact of non-helpful emotions in order to reach a challenge
state, while using a breathing technique to reduce arousal. This can happen consciously or uncon-
sciously. The goal of mental performance optimization is to increase performers’ capabilities and
capacities to utilize coping strategies and mental skills, and reach an ideal performance state,
even under extreme circumstances. This entails that performers learn to identify when they are
inside or outside this state and subsequently have a robust set of techniques available to bring
themselves into the state of ideal performance. The development of a robust set of coping strat-
egies and mental skills should include the refinement of existing resources and acquisition of
new resources by education, practice, and application in performance situations. The technical
chapters of the current handbook specifically describe the interventions targeting those coping
strategies.

Challenge appraisal, arousal management, and resources to manipulate appraisal and arousal
are highly dependent on intrapersonal factors. Therefore, individual performance counselling in
addition to group educational approaches will yield better results than group education alone.
However, since for many elite performers, performance will often be in team context, a systemic
approach is needed, which is why Chapter 11 of the present handbook is devoted to team perform-
ance. In the following section, we will briefly introduce these systemic approaches for a profes-
sional application.

Stress and performance in professional context

Model of professional gratification crises

The model of professional gratification crises according to Siegrist (1996) proposes that the extent
to which someone is rewarded for his labour, is crucial for their health and well-being. Gratification
can come from money, recognition, status, level of control, job security, or career opportunities.
According to Siegrist, when periods of high personal work input and effort are not followed by the
expected reward, emotional, psychological, and physical stress occur.

Person—environmental model (person—environment fit theory)

Building on the Personal Environment Fit model by Lewin (1946), Edwards (1996) postulates that
stress arises through a bad fit between the person and their environment. Two constellations, which
can result in the experience of stress, are described. The first one is characterized by a mismatch
between the requirements of the environment and the capabilities of the individual to manage
these requirements. The second one refers to an imbalance between the needs of the person and the
existing resources of the environment.

Linking stress and performance to potential interventions: behavioural energetics

To understand how people can learn coping strategies in order to counteract the potential negative
effect of stress on performance, we will summarize some notions from the previously described
models.

As we have described, the notion of stress is polysemic and involves a multitude of physio-
logical and psychological mechanisms. Its definitions can be multiple and ambiguous, to the
point of calling it an “umbrella concept” (Fink, 2010; Lancry, 2007). Stress has alternatively been
considered as: (1) an external constraint (i.e., stressor) disturbing the balance of an organism, (2) a
response to a stimulus, or (3) the interaction between the organism and the environment. The work
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of Cannon (i.e., the theory of homeostasis) (Cannon, 1929) and especially of Selye allowed for the
wider diffusion of the term in the medical world and beyond.

Stress appears to be an inevitable part of life, an adaptive response to demands of the environment,
which allows the body to prepare for performance (Homan, 2002; Salehi et al., 2010). Understanding
how an individual intellectualizes stress determines his or her adaptative response or coping strat-
egies which lead us to the more dynamic explanation of stress proposed by Lazarus and Folkman
(1984), i.e., the transactional theory of stress (Lazarus & Folkman, 1984). This model refers to stress
“as a product of a transaction between a person (including multiple systems: cognitive, physiological,
affective, psychological, neurological) and his or her complex environment”. Indeed, the term trans-
actional implies that the individual and the environment have a dynamic reciprocal and bidirectional
relationship (Delongis, Folkman, Lazarus, & Gruen, 1986; Folkman, Lazarus, Dunkel-Schetter,
DeLongis, & Gruen, 1986). As we have described, this model has been built around a concept medi-
ating the link between such a transaction and its short- and long-term consequences: the cognitive
assessment or cognitive appraisal. This appraisal admits an underlying adaptative function of finding
a balance between the realities of the environment and the interests of the person and operational-
izing by means of two distinct subjective processes, the so-called “primary” appraisal and the so-
called “secondary” appraisal (Lazarus & Folkman, 1984). Primary appraisal reflects the nature and
degree of risk that an event may entail. The qualification of an event as “stressful” also results from
the “secondary” appraisal. During this process, an individual evaluates the resources or coping strat-
egies at his or her disposal for addressing the perceived threats. The process of reappraisal is ongoing
and requires a constant reevaluation of both the nature of the stressor and the resources available
for responding to it. However, as mentioned by Lazarus and Folkman (1991), not all stressors “are
amenable to mastery” (Lazarus & Folkman, 1991, p. 205). Stressors that are unmanageable and lead
to strains require interventions to reverse or slow down those effects.

Stress management refers to “tertiary” interventions employed to treat and repair harmful
repercussions of stressors that were not coped with sufficiently (Glazer & Liu, 2017). There are
many ways that people strive to cope with stressors and feelings of stress in their lives. Stress man-
agement techniques are more general and range from cognitive (mindfulness, cognitive therapy,
meditation) to physical (yoga, leisure activities, deep breathing) to environmental (music, pets,
nature). As described in the section on the nervous system, some theoretical brain—body integration
models (e.g., Friedman, 2007) highlight the importance of a well-developed information processing
system for humans to cope with stress, which requires a “functional reserve”, the equivalent of a
charged battery. The reserve model explains the inter-individual differences in stress effects by
referring to differences in the cognitive processes or neural networks underlying task performance.
People with higher reserve can “optimize or maximize performance through differential recruit-
ment of brain networks, which perhaps reflect the use of alternate cognitive strategies” (Stern,
2002, p. 451). Moreover, according to Baevsky and colleagues (2005), the functional reserve of an
organism correlates to the person’s normal range of variability and flexibility of the autonomic ner-
vous system (Baevsky et al., 2005), which has been verified in real-life stress situations regarding
performance (Pattyn et al., 2010; Pattyn et al., 2013). As previously introduced, this type of auto-
nomic flexibility has also been described in the neurovisceral integration model (Friedman, 2007,
Hansen, Johnsen, & Thayer, 2009; Thayer & Lane, 2000, 2009) which identified a flexible neural
network associated with self-regulation and adaptability that might help the organism to respond
effectively to demands from the environment.

Mental fatigue

As described in section “Ideal performance states” performance not only depends on objective
skill levels, but is highly dependent on the physiological and psychological state in the specific
situation. Throughout their career, elite performers learn to identify when they are inside or outside
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this state and subsequently have a robust set of techniques available to bring themselves into the
state of ideal performance (which is the topic of the next chapter). However, a factor that often
challenges the ability to stay in an ideal mental performance state in real-life situations is mental
fatigue.

Mental fatigue: what is it?

Mental fatigue (also known as cognitive fatigue) is a psychophysiological state induced by
prolonged mental exertion. It is experienced as feelings of tiredness and lack of energy, as a reduc-
tion in cognitive performance, or as an increase in the effort required to maintain performance
(Ackerman, 2011).

In a laboratory setting, the standard method to induce mental fatigue is a prolonged cogni-
tive computer task (Boksem & Tops, 2008). Although the characteristics of the ideal mentally
fatiguing computer task are to date still actively debated (O’Keeffe et al., 2020), two of the most
important characteristics appear to be task duration and task complexity (Borragan et al., 2017).
Subsequently, prolonged cognitive tasks engaging executive functions such as working memory,
response inhibition, and planning became the golden standard to induce mental fatigue in a lab-
based setting. Prolonged performance on such tasks will eventually trigger mental fatigue (Lim
et al., 2010) and often impair both the performance on the mentally fatiguing task itself (i.e., time-
on-task effect) as well as on subsequent tasks that engage similar executive functions (i.e., the
carryover effect) (Boksem et al., 2005; Habay, Van Cutsem, et al., 2021; Van Cutsem et al., 2017).
Moreover, as previously mentioned, the usage of such laboratory-based tasks enables researchers
to control for multiple confounding variables (e.g., muscle fatigue) and gain specific theoretical
insights. However, the downside is that, as described in section “Ecological validity”, it is difficult
and/or too simplistic to translate laboratory-based study results to the complex real-life situations
performers need to perform in. For example, within sport sciences this critique has also been put
forward and, for this reason, scientists have started to incorporate more ecologically valid tasks in
their study designs. For example, Coutinho et al. (2017), used a whole-body coordination task to
induce mental fatigue. The whole-body coordination task consisted of seven different ladder drill
exercises requiring motor coordination, sustained attention, cognitive processing, and perceptual
skills, making this task much more ecologically valid in terms of soccer performance compared
to a computer-based cognitive task (Coutinho et al., 2017). In addition, besides a more funda-
mental stream of mental fatigue research, a more applied stream of mental fatigue research has
emerged (Russell, Jenkins, Halson, Juliff, Connick, et al., 2022; Russell, Jenkins, Halson, Juliff, &
Kelly, 2022; Russell, Jenkins, Halson, & Kelly, 2022; Thompson et al., 2020). Mental fatigue has
been monitored by embedded sport scientists in English academy soccer players (Thompson et al.,
2020) and in international elite netballers (Russell, Jenkins, Halson, Juliff, Connick, et al., 2022;
Russell, Jenkins, Halson, Juliff, & Kelly, 2022; Russell, Jenkins, Halson, & Kelly, 2022). Based
on this research it was concluded that practitioners should be aware that athletes report instances
of elevated mental fatigue across camps and competition, that mental fatigue is not limited to
competition, and thus is recommended to be monitored during periods of training and preparation
for competition (Russell, Jenkins, Halson, Juliff, & Kelly, 2022). In addition, perceived mental
fatigue can clearly be differentiated from physical fatigue, tiredness, stress, mood, and motiv-
ation (Russell, Jenkins, Halson, Juliff, Connick, et al., 2022). Sport-related activities such as the
journey to an away match and playing a match were observed to trigger mental fatigue (Thompson
et al., 2020).

In terms of the carryover effect, executive functions such as working memory, response inhib-
ition, and planning are crucial to optimally perform in both physical and mental tasks. As such,
in theory, it does not matter whether the mentally fatiguing task and/or the subsequent tasks also
include a high physical component and are highly physically fatiguing, as long as similar executive
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functions are addressed in both the mentally fatiguing and the subsequent task, mental fatigue-
associated carryover effects are prone to occur and performance on the subsequent task will be
perceived as harder and/or performance will drop. The references mentioned in the above para-
graph already partly demonstrated this reasoning, in that sense, that papers like the one of Coutinho
et al. (2017) and Thompson et al. (2020) demonstrate that cognitively demanding physical tasks,
despite being physical tasks, also result in mental fatigue. In the case of Coutinho et al. (2017),
the mental fatigue that was induced by a 20-min cognitively demanding whole-body coordination
task (i.e., ladder drill exercises), eventually also resulted in carryover effects, as it was reported
that during the subsequent small-sided soccer game the players’ tactical behaviour was affected
by mental fatigue in such a way that players spent less time in the lateral synchronization when
mentally fatigued (i.e., an altered positioning strategy; Coutinho et al., 2017). Another example
that backs up the reasoning on the role of similar executive function in observing carryover effects
in a sequential task paradigm, is the research that has been performed on the impact of mental
fatigue on sport-specific performance (Habay, Van Cutsem, et al., 2021). Habay, Van Cutsem,
et al. (2021) conducted a systematic review on this topic and gathered 21 studies that, in general,
demonstrated the negative impact of mental fatigue (mostly induced with a computer-based task)
on a myriad of sport-specific psychomotor performance, including decision-making, reaction time,
and accuracy. This field of research points out that also the combination of a computer-based
mentally fatiguing task and a sport-based subsequent task does not prevent carryover effects from
occurring. Nonetheless, the fact that the addition of physical load in a sequential task paradigm
does not seem to counteract the occurrence of mental fatigue-associated performance decrements,
does not mean that physical activity cannot positively impact mental fatigue (Jacquet et al., 2021;
Oberste et al., 2021). A study from Oberste et al. (2021) included 99 healthy adults, mentally
fatigued them with a 60-min cognitively demanding test battery and subsequently evaluated which
activity provided the best recovery, 30 min of moderate aerobic exercise on a cycle ergometer, 30
min of a simple lower body stretching routine (= active control treatment), or watching a popular
sitcom (= passive control treatment). Their results suggest that, both compared to the active and
passive control treatment, a single bout of acute moderate aerobic exercise supports regeneration
of cognitive flexibility performance and of subjective well-being (Oberste et al., 2021). Also in the
study of Proost et al. (2023) a relieving effect of physical activity on mental fatigue was identified.
Following a 60-min mentally fatiguing Stroop task, the self-reported feeling of mental fatigue was
higher compared to after watching a 60-min documentary. However, immediately following a sub-
sequent leg extension task, in which participants had to perform 100 extensions at a low intensity,
the self-reported mental fatigue did not differ anymore between both conditions. Moreover, the
quick drop in self-reported mental fatigue was associated with an increase in alpha power (i.e.,
brain activity) in the brain during the physical task, suggesting that participants may have entered
a state of focused internal attention to counter the effects of (mental) fatigue (Proost et al., 2023).
These results, again, demonstrate the mental fatigue-relieving effects of physical activity both on a
subjective, objective, and neurophysiological level.

Based on the above, it can be assumed that different work-related activities of any performer will
trigger mental fatigue (e.g., deployment preparations, staff meeting, or during training camps) and
that this mental fatigue will impair performance in general (i.e., both mental and physical) (Habay,
Van Cutsem, et al., 2021; Kurzban et al., 2013; Pattyn et al., 2018; Van Cutsem et al., 2017). A vast
amount of studies have already demonstrated the presence of a negative effect of mental fatigue
on many aspects of daily life (Chaudhuri & Behan, 2004; McCormick et al., 2012; Van Cutsem
et al., 2017). In the workplace, mental fatigue has been found to predict an increased risk of error
(McCormick etal., 2012), and, in addition, it is also one of the most common symptoms experienced
by individuals with neurological disorders (Chaudhuri & Behan, 2004). Mental fatigue has been
reported to deteriorate both cognitive (Kurzban et al., 2013; Pattyn et al., 2018) and physical per-
formance (Habay, Van Cutsem, et al., 2021; Van Cutsem et al., 2017), and subsequently negatively
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impact work-related activities (Mackworth, 1948; McCormick et al., 2012), sport performance
(Habay, Van Cutsem, et al., 2021; Van Cutsem et al., 2017), and general well-being (Smith, 2018).

How is mental fatigue assessed/monitored?

Markers of mental fatigue are usually categorized in three main areas: subjective, behavioural
and (neuro)physiological. Subjectively, increased feelings of tiredness, lack of energy (Boksem
& Tops, 2008), and decreased motivation (Boksem et al., 2006) and alertness have been reported
(van der Linden et al., 2006). Behaviourally, mental fatigue is recognized as a decline in per-
formance (accuracy and/or reaction time) on a cognitive task (Marcora et al., 2009; Mockel et al.,
2015; Wascher et al., 2014). Finally, alterations in brain activity (Cook et al., 2007; Habay, Proost,
et al., 2021; Van Cutsem et al., 2022; Wascher et al., 2014) have been shown to be a physio-
logic manifestation of mental fatigue. For example, Cook et al. (2007) used functional magnetic
resonance imaging (fMRI) to determine the association between feelings of mental fatigue and
brain responses and found that mental fatigue was significantly related to brain activity during
the mentally fatiguing cognitive task but not during the finger tapping or the simple auditory
monitoring tasks. Changes in all three of these areas (subjective, behavioural, and physiological)
do not have to be present for mental fatigue to be present. For instance, cognitive performance
does not necessarily decline when one is mentally fatigued, since compensatory effort (e.g.,
indicated by alterations in brain activity or as a result of increased motivation) may alleviate
this (Hopstaken et al., 2015; Mockel et al., 2015). Hopstaken et al. (2015) identified that the det-
rimental effects of fatigue on the subjective, behavioural, and physiological measures could be
reversed by increasing the task rewards. Increasing the rewards led to task reengagement in spite
of previous signs of fatigue (Hopstaken et al., 2015). Importantly, the compensatory effort needed
to reverse the mental fatigue effects and reengage was accompanied by increased pupil diameter
and brain activity changes (i.e., an increase in the amplitude of an event-related brain potential,
named the P3).

To date, the in-the-field measurement of mental fatigue is mostly performed via subjective
reports (Russell, Jenkins, Halson, Juliff, Connick, et al., 2022; Russell, Jenkins, Halson, Juliff, &
Kelly, 2022; Russell, Jenkins, Halson, & Kelly, 2022; Thompson et al., 2020). However, based on
the above paragraph it is obvious that to monitor mental fatigue multiple measurements should be
combined. Monitoring mental fatigue based on a single marker (see Friedl, 2018, for an example
on elevated heart rate) will provide unreliable feedback in terms of fatigue and performance.
For example, recent research from Russell, Jenkins, Halson, and Kelly (2022) demonstrated that
salivary biomarkers of stress are not associated with the self-reported feeling of mental fatigue
across a 16-week pre-season in elite female athletes. This stresses again that, like for the quantifi-
cation of mental performance itself, it is critical to rely on several indicators and jointly interpret
them. This reasoning is further substantiated by research of Van Cutsem et al. (2022), reporting
that the mental fatigue-associated impact on performance is complex, even in a controlled labora-
tory environment, and that factors like subjective self-evaluation, peripheral autonomic activa-
tion, and metabolic and brain activity interact to determine performance. In the study of Van
Cutsem et al. (2022), participants had to perform once a 90-min mentally fatiguing Stroop task
and once watch a 90-min documentary; where both 90-min tasks were preceded and followed up
by a 10-min flanker task that was completed in the MRI scanner; specific mental fatigue-markers
were associated with a time-on-task effect and others with the carryover effect. A drop in flanker
performance was observed from pre to post and this drop was linked with a physiological deacti-
vation (i.e., an increase in parasympathetic activity). In addition, an increase in the level of sub-
jective mental fatigue with prolonged performance on the 90-min Stroop task was found, and this
was associated with a decrease in response inhibition-associated brain activity in both grey and
white matter.
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To operationalize the in-the-field measurement of mental fatigue in the future, multiple mental
fatigue-markers should be combined in a wearable (Friedl, 2018). This wearable would then be
connected to an algorithm that combines the information of all mental fatigue-markers and provides
an actionable output to the performer (e.g., the application of a mental fatigue countermeasure).
Moreover, the inputs that the algorithm receives should, preferably, also be task unrelated. So that
the wearable and algorithm can be used in different settings and during different performer-related
activities. The monitoring of mental fatigue undoubtedly holds premise. However, once mental
fatigue has occurred and performance drops and this is flagged by the wearable/algorithm, the
negative impact of mental fatigue is already in play. The ultimate goal is of course to prevent the
negative impact of mental fatigue. To do that, we should monitor for markers that indicate the risk
of getting mentally fatigued is rising, and to determine those markers it is crucial to elucidate the
underlying mechanisms of mental fatigue.

What are the underlying mechanisms?

To date, the mechanistic discussion on mental fatigue can be illustrated by the underload/overload
spectrum that is provided by Pattyn et al. (2008, 2018). Within this spectrum, that was originally
developed in the sustained attention literature (Pattyn et al., 2008), a mental fatigue-associated
drop in performance can be related to underload or overload. Underload is linked to insufficient
workload and/or arousal, which might cause engagement to drop and/or motivation to decrease.
Subsequently, underload could lead to boredom, task withdrawal, and a drop in performance
(Kurzban et al., 2013). In contrast to underload, overload is related to a high mental workload and/
or arousal. Prolonged high mental workload could, like underload, also result in task withdrawal
(e.g., the task is perceived as too difficult, and performance is dropped) and/or in a depletion of
resources and the impossibility to maintain performance. The term ‘resource’ has been interpreted
differently depending on the field of research. For example, in vigilance research it is often seen as
attention, while in exercise science it has been defined as a metabolic fuel (e.g., glucose) (Pattyn
et al., 2018). Besides a depletion of resources, the overload account has also been related to an
accumulation of energy-related metabolites (e.g., an accumulation of adenosine (Marcora et al.,
2009; Martin et al., 2018; Van Cutsem & Marcora, 2021) and glutamate (Wiehler et al., 2022)).
Related to this last interpretation (i.e., mental fatigue is linked to an accumulation of substances
in the brain) a recent study of Wiehler et al. (2022) provided some compelling evidence. They
went beyond the subjective report of effort and fatigue and attempted to pinpoint the neurophysio-
logical mechanism of cognitive control (Wiehler et al., 2022). These authors operationalized and
objectified mental fatigue as a state in which more impulsive decisions are taken. Subsequently,
they monitored mental fatigue throughout an approximate high-demand and low-demand workday
with an economic choice-task (i.e., a task in which impulsivity is an outcome parameter) and
measured whether a difference in specific brain metabolites could be measured at the end of the
high-demand workday vs. the low-demand workday. Their results demonstrate that only during the
high-demand workday did participants became more impulsive throughout the day (i.e., more men-
tally fatigued), and that this was associated with a higher glutamate concentration and glutamate/
glutamine diffusion in a cognitive control brain region (i.e., lateral prefrontal cortex). Moreover,
during the decision-making process in the economic choice-task, a reduction in pupil dilation was
associated with the increased impulsivity (Wiehler et al., 2022).

Building further on the evidence that is reported in the study of Wiehler et al. (2022), it appears
that a focus on cognitive control could serve to monitor a valid precursor of mental fatigue. Applied
to the underload/overload account, cognitive control indeed precedes the occurrence of mental
fatigue in both the underload and overload setting. In the underload account, cognitive control is
necessary to withstand boredom and task withdrawal, while in the overload account, cognitive con-
trol is exerted to perform on a challenging task. Prolonged cognitive control in both the underload
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and overload setting lead to the subjective experience of effort, which eventually leads to mental
fatigue (Kurzban et al., 2013). Therefore, to develop a wearable and algorithm that provides action-
able output before mental fatigue occurs, cognitive control and the perception of effort seem to be
the constructs that we need to be able to monitor.

The discussion on the possible mechanisms underlying mental fatigue and its effects is of great
value, as this will not only optimize the functioning of mental fatigue monitoring methods, but it
will also give rise to the development of new methods to counteract mental fatigue, both in daily
life as well as in a work-related environment.

How to counteract it?

Besides real-time performance monitoring systems, the search to unravel the mechanisms under-
lying the mental fatigue-associated drop in performance will also result in the possibility to opti-
mize and individualize the already available mental fatigue countermeasures (Proost et al., 2022).
In a recent systematic review of Proost et al. (2022) an overview was provided of the mental
fatigue countermeasures that currently have been explored. Behavioural (e.g., napping, listening to
music, physical exercise), physiological (e.g., caffeine, odours,), and psychological (e.g., mindful-
ness) countermeasures have been evaluated and most of them were found to positively counteract
a mentally fatigued state in a behavioural and/or subjective way (Proost et al., 2022).

In section “Mental fatigue: what is it?”” we already mentioned the research demonstrating the
positive effect of physical activity on mental fatigue. Jacquet et al. (2021) tested two non-bioactive
strategies to counteract mental fatigue: physical activity and listening to music. They used a
32-min cognitively demanding task to induce mental fatigue and evaluated the impact on perform-
ance via an arm-pointing task that the participants had to perform before and after the 32-min task.
Participants performed this sequence of tasks three times, and each time the post arm-pointing task
was separated from the 32-min task by 20 min. Once this 20-min gap was filled up with 15 min of
physical activity, once with 15 min of listening to music, and once with 15 min of discussion. The
arm-pointing task performance was deteriorated only in the condition where they had to discuss
for 15 min, suggesting that practicing physical activity and listening to music could be efficient
strategies to counteract the negative effects of mental fatigue on motor performances. Besides
physical activity, the most promising countermeasures that were put forward by Proost et al.
(2022) were the use of caffeine before and/or during the occurrence of mental fatigue and the use
of a noticeable and pleasant odour during a mentally fatiguing task/activity. In addition, the use of
strategies (e.g., rewards) to increase motivation seems to be a promising psychological method to
counteract mental fatigue. Based on the studies of Azevedo et al. (2016) and Franco-Alvarenga
et al. (2019) it appears that caffeine is able to reduce mental fatigue-related decrements in sport-
related endurance performance and that a 5-mg/kg dosage is sufficient to do so. Moreover, also in
terms of cognitive performance, caffeine has been demonstrated to successfully counteract mental
fatigue and its impact on performance (Ataka et al., 2008). In the study of Ataka et al. (2008), a
supplementation protocol of 200 mg/day for 7 days was found to successfully improve task per-
formance during fatigue-inducing mental tasks. In terms of odours, Kato et al. (2012) designed
an interesting study that showed the positive effects of intermittent presentation of odours on
cognitive-motor performance and brain activity during mental fatigue. They used citral, green
(cis-3-hexanal), and menthol odours to stimulate the olfactory bulb during a 60-min computer-
based task, and found that the typical time-on-task increase in reaction time was smaller when
the odours where presented compared to when not. Moreover, also on a neurophysiological level
the odours counteracted mental fatigue, as in terms of brain activity P3 amplitudes were higher
in the odour conditions.
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The above illustrates that a wide variety of mental fatigue countermeasures have been evaluated
and found to be, partly, successful (Proost et al., 2022). In terms of the practical application of
these mental fatigue countermeasures this of course generates new questions. Such as: which
mental fatigue countermeasure should I take? When should I take it? Is it worth combining mul-
tiple countermeasures? To begin with, the answers on these questions will greatly depend on each
specific situation an elite performer finds him/herself in. For example, during a long game or ride
with no possibility to take a break, an easy-to-consume nutritional countermeasure could be the
preferred option to counteract mental fatigue (e.g., the intake of caffeine). On the other hand, when
performing a task in which breaks are allowed (e.g., a day of work), behavioural interventions
such as listening to music for 20 min could specifically be of added value to deal with mental
fatigue. Nevertheless, to provide in-detail practical guidelines for the real-life application of mental
fatigue countermeasures, more research has to be performed on the underlying mechanisms and
the optimal dosage and timing of application/intake (Proost et al., 2022). Besides countermeasures,
studies are also being conducted on the possibility to the train the brain to be more resistant to
mental fatigue and its effects. The so-called Brain Endurance Training seeks to increase the load
on the brain during endurance performance, to induce adaptations in specific cortical areas of the
brain (e.g., anterior cingulate gyrus) and as such increase resistance to mental fatigue and its nega-
tive effects on endurance performance (Marcora et al., 2015). In the specific case of endurance
performance, the extra load is added by performing a cognitive computer task while cycling on
a stationary bike. For elite performers, a mental fatigue-toolbox including training and counter-
measure strategies would of course be ideal.

Future research on this topic should specifically focus on inter- and intraindividual variability
in the response to mental fatigue countermeasures and/or resistance training, as this research could
result in the determination of the state and trait factors that impact the efficacy of a specific mental
fatigue countermeasure and/or resistance training (Habay et al., 2023). By combining insight into
the mechanisms and into the state and trait factors of efficacy of the countermeasures and resist-
ance training, the application of mental fatigue countermeasures and training strategies could be
optimized and individualized (e.g., genetic profiling).
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3 Ideal Performance States
Integrating Physiology, Cognition, and Emotion

Martin 1. Jones and Paige Mattie

What is a performance state?

A performance state is broadly conceived as the consequence of a state of mind, or a way of thinking
and feeling, that supports the striving toward and achievement of desired goals. Fundamentally,
mental skills (i.e., goal setting, self-talk, relaxation) improve performance through changes in the
way performers think, feel, and behave. Put differently, the ideal performance state mediates the
relationship between the practice of mental skills and task performance. That said, mental skills
are not the only way to change an individual’s performance state. For example, sleep deprivation,
poor nutrition, and environmental variables (i.e., hypoxia, cold, and heat) can undermine the way
a performer thinks and feels, and therefore need consideration when building an ideal perform-
ance state.

There are many different constituents of the ideal performance state, and it is highly likely that
significant individual differences exist when characterizing the experience of ideal performance.
To that end, Gardner and Moore (2012) stated that there is no single nomothetic ideal perform-
ance state and that in fact, people can perform while experiencing an assortment of cognitive,
emotional, and physiological states (Hanin, 1980). Even though it is true that there are a range of
“mindsets” that facilitate performance, it is also true that a range of mindsets will also degenerate
performance. For example, ways of thinking that are characterized by catastrophe, maladaptive
perfectionism, procrastination, and narcissism (to name but a few) are likely to impede progression
toward valued goals.

While it is not within the scope of the current chapter to analyze the full range of the possible
constituents of the ideal performance state (cf. Dalgaard-Nielsen & Holm, 2019) we do suggest
some core components of the ideal performance state that we have observed in high performers,
which generalize to all performance contexts and are trainable. These qualities and capabilities are
self-efficacy, self-regulation, and attentional control.

In athletic performance, the idea of an ideal performance state in a sporting context can be
traced to the concept of an individual zone of functioning (IZOF) first proposed by Hanin (1997).
Hanin (1997, 2000) described the relationship between arousal, emotional states, and sport per-
formance and highlighted the individual differences in how people react to stress (i.e., anxiety).
Specifically, some people (sometimes) performed better under low anxiety and others under high
anxiety. Essentially, each person has a zone of functioning that depends on the interaction of envir-
onmental demands and the personal resources that allow them to perform optimally. Deviations
from this zone can hinder performance (Hanin, 2000).

Hanin (2000) extended the concept of the IZOF beyond just anxiety to encompass a variety of
emotional states, distinguishing between emotions that facilitate or debilitate performance. For
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example, performers may find certain emotions, like excitement or anger, either conducive or detri-
mental to their performance. However, the [IZOF model does not consider the antecedents of these
emotions.

Despite being introduced in sports in the 1990s, the idea of a performance state (although not
necessarily labelled in that way) is not new. In fact, ideal states of functioning predate psychology
and are a feature of most classical theories of philosophy. Cognitive theories of emotion (e.g.,
Beck, 1963; Beck & Haigh, 2014; Ellis, 1962) focus on the concept that emotions are determined
by cognitive processes. These theories of emotion lean heavily on Greco-Roman philosophical
traditions, specifically Stoicism. The Stoic Philosopher Epictetus stated that “It’s not things that
upset you; it’s your judgments about those things.” This precept is like Beck’s (1963) suggestion
that emotions are the result of our perceptions, interpretations, and thoughts about events rather
than the events themselves. Beck’s theory particularly emphasizes how certain patterns of distorted
thinking (cognitive distortions) can lead to emotional distress, particularly in disorders such as
depression and anxiety. Ellis’ (1962) approach also links emotional disturbances with irrational
and illogical beliefs. Like Epictetus, Ellis suggested that it is not events themselves that cause emo-
tional distress but rather the beliefs and interpretations we attach to these events. Ellis formulated
the ABC model to explain this process: “A” stands for the activating event, “B” for the belief about
the event, and “C” for the consequent emotion. Ellis argued that by identifying and challenging
these irrational beliefs and replacing them with more rational and logical ones, individuals could
alter their emotional responses and alleviate psychological distress. In this way, the ideal perform-
ance state is one that recognizes what is under one’s control and what is not. Specifically, an ideal
performance state involves indifference to uncontrollable events (such as opponents, crowds, and
external judgement) and focus on controllable factors such as beliefs, attitudes, and judgements.
While the outcome of a competition would be considered uncontrollable and therefore requires
indifference, it is accepted that there are preferred indifferents, for example, winning. It is normal
to prefer winning over losing, health over illness, and wealth over poverty; however, the ideal
performance state involves focused attention on controllable factors, and the concepts of winning,
health, and wealth should not occupy attention as they can be sources of frustration, anger, and
sadness if obstacles prevent their acquisition, or if they are removed or lost.

In the context of high performance, more specifically in the military, Dalgaard-Nielsen and Holm
(2019) refer to the Special Operations Forces (SOF) mindset as an extraordinary commitment to
mission success by means of some combination of qualities and capabilities that cut across from
units and countries. Some aspects of the ideal performance state will be relatively stable (i.e., per-
sonality traits), whereas others will require specific training over time (i.e., mental skills training).
We will focus on the latter and encourage readers to consider the chapters on mental skill training
(Chapter 4) or the restorative techniques (Chapter 5) as a potential route to help achieve an ideal
performance state.

Before delving into constructs that could comprise an ideal performance, state a word of
caution. The ideal performance state is not a panacea for performance. Notwithstanding the role
of environment and equipment, performers who lack physical fitness, health (although a caveat
is needed here regarding mental health, as is discussed in Chapter 12), technical and tactical skill
and awareness, adequate nutrition, sufficient sleep and recovery, and supportive and cohesive
relationships will not perform optimally even if they have an optimal mindset built upon excellent
mental skills. The ideal performance state forms one part of a broad developmental system that
contributes to performance alongside other pillars of human performance (i.e., sleep, nutrition,
physical activity, training, equipment, and strategy). However, we contend that if performers are
self-assured and they believe (and have the capability to) exert control over the environment and
their internal world (i.e., thoughts and emotions), they improve their chances of achieving their
desired goals.
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Self-efficacy

Self-efficacy is a person’s beliefs about their capabilities to execute a course of action to achieve a
designated goal or standard of performance. Self-efficacy also represents an individual’s perceived
capability to act in a way that influences events in his or her life. Self-efficacy beliefs determine
how people feel, think, motivate themselves, and behave and effectively describes how the person
regulates his or her behaviour when interacting with the environment (Bandura, 1997). Self-efficacy
theorists support the reciprocal nature of the relationship between efficacy beliefs and behaviour
by stating that the behaviour will not be indulged in unless the efficacy perceptions are sufficient.
Self-efficacy is dynamic rather than representing a stable and inherent character of the person.

Self-efficacy is not a mental skill, but rather a consequence (and antecedent) of using mental
skills (McCrory, Cobley, & Marchant, 2013). Self-efficacy is often either (or both) a mediator and
a moderator of the relationship between mental skill use and performance. For example, as shown
in the goal setting chapter (Chapter 4), self-efficacy is a predictor of goal setting (people with high
self-efficacy beliefs set challenging goals) and setting goals can increase self-efficacy as positive
feedback on goal attainment is received (Locke & Latham, 2019).

Self-efficacy beliefs determine how people think, feel, motivate themselves, and behave
(Bandura, 1993). For example, whether someone practices mental skills or techniques can be
determined by their efficacy beliefs about whether they can use the skill (e.g., assumptions about
ability to control imagery). However, Bandura (1977) clearly stated that efficacy beliefs alone
will not produce desired performance. Efficacy beliefs need to coexist alongside skill, ability, and
incentives (and arguably group dynamics such as leadership and cohesion, when performance is a
team outcome). When appropriate conditions are in place, self-efficacy beliefs are a major deter-
minant of goals, effort, and persistence during stressful situations (Bandura, 1977).

Self-efficacy beliefs can also be divided into process and outcomes components. Specifically,
efficacy expectations are beliefs related to the ability to carry out a particular behaviour or cog-
nition. For example, a belief that one can successfully adhere to a mental skills program com-
prising ten minutes of practice five times each week. Conversely, outcome expectations are beliefs
of whether behaviour will produce a particular result. For example, a belief that such a mental
skills program will produce the increased performance in each task (e.g., marksmanship) that was
desired at the beginning.

Self-efficacy beliefs are situation-specific (Bandura, 1977), and while trait self-efficacy is a
measure of one’s typical or general self-efficacy beliefs, it is crucial to recognize that people can
have high self-efficacy beliefs in one context and low self-efficacy beliefs in another context.
Equally, efficacy beliefs at different times in the same context can change. Therefore, self-efficacy
beliefs should be assessed in relation to specific behaviours or thoughts. Self-efficacy beliefs are
typically unrelated to habitual actions (e.g., brushing one’s teeth). When desired outcomes require
effect, planning, and the traversing of obstacles, self-efficacy emerges as a strong predictor of
behaviour, particularly when the desired outcomes are complex, challenging, or unpleasant (e.g.,
vigorous exercise).

Self-efficacy will vary along the dimensions of magnitude, strength, and generality (Bandura,
1986). The magnitude of self-efficacy refers to the ordering of tasks by difficulty, such as feeling
that one can achieve simple short-term goals but is incapable of achieving complex long-term
goals. The strength of self-efficacy refers to the assessment of one’s capabilities for performing
a particular task. For example, a person can subjectively rate their likelihood of maintaining ten
minutes of mindful meditation every day. The generality of self-efficacy refers to the extent to
which efficacy expectations from one situation generalize to other situations. For example, effi-
cacy beliefs gained through completing an introduction to mental skills to completion of a train
the trainer course for mental skills development. Self-efficacy judgements can generalize but will
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be strongest for activities like the activity experienced. Self-efficacy in dissimilar activities can be
enhanced through counselling, for example, a practitioner stimulating reflection on how the activ-
ities might be similar.

Sources of self-efficacy beliefs include mastery experiences, vicarious experiences, social per-
suasion, and physiological experiences. The most influential source of self-efficacy beliefs is mas-
tery experiences. If people have experienced success in the past, they build a robust self-efficacy
(i.e., [ have done it before, I can do it again). Previous failures can have the opposite effect, though.
According to Bandura (1977) the negative impact of occasional failures is likely to be reduced if
strong efficacy is built through repeated success. Bandura (1977, p 195) stated “Indeed, occasional
failures that are later overcome by determined effort can strengthen self-motivated persistence, if
one finds through experience that even the most difficult obstacles can be mastered by sustained
effort.” The relationship between mastery experiences and self-efficacy is moderated by the diffi-
culty of the earlier challenges. If people derive their efficacy beliefs from mastery experiences of
accomplishing easy tasks, they can be discouraged by failure when faced with challenging tasks.
The most robust mastery experiences, by which self-efficacy is formed, come from overcoming
hindrances and demonstrating perseverance.

The second source of self-efficacy comes through vicarious experiences provided by similar
(to oneself) role models. Seeing people who are like oneself succeeding in a task influences the
observer’s belief that she can also thrive in the same task (i.e., if she can do it, so can I). The opposite
is also true, however. If the observer sees someone similar fail at a task her self-efficacy could
be eroded. Equally, Bandura (1977) suggested that seeing others perform potentially threatening
activities without adverse consequences can engender expectations in observers that they too will
improve if they persist in their efforts (even if they initially experience task failure).

The perceived similarity of the role model and the observer is paramount. If the observer
perceives the role model to be significantly different from them, the observer’s self-efficacy is
unlikely to be changed if the role is successful. If the role model is perceived to be substantially
more talented or competent and fails, the observer’s self-efficacy would likely be eroded despite
perceived dissimilarity (i.e., “if she can’t do it, there’s no way I can”).

The third source of self-efficacy is social persuasion. When exposed to positive verbal persuasion
from significant others (i.e., respected peers, team leaders, coaches), an individual’s self-efficacy
can be increased. If verbal persuasion includes feedback concerning the individual’s capabilities to
master a given activity or achieve a particular outcome, the individual is likely to mobilize effort
and sustain the effort. In contrast, in the absence of feedback, or if verbal persuasion undermines
beliefs about personal capabilities, the individual may dwell on self-doubt and harbour thoughts of
their own deficiencies in the face of obstacles. It is harder to instil self-efficacy by social persua-
sion alone than to undermine it. Unrealistic enhancements in self-efficacy are quickly disconfirmed
by disappointing results of one’s efforts. However, individuals who have been persuaded that they
lack capabilities avoid challenging activities and give up quickly in the face of difficulties.

Persuasion can come from self-talk (i.e., motivational self-talk, see also Chapter 4) and is par-
ticularly valuable when social persuasion is impossible (i.e., when on one’s own; Bandura, 1977).
However, if self-talk and social persuasion experienced in sequence or in parallel are incongruent,
self-talk might not be enough to buffer the egregious effects of negative social persuasion.

The final (and weakest) way of modifying self-efficacy is to reduce stress reactions and to alter
negative emotional inclinations and misinterpretations of bodily sensations during periods of emo-
tional arousal. The vital aspect of this source of self-efficacy is the perception of the emotion or
physical sensation, not the strength of the experience. Individuals who can experience emotions,
stress reactions, and other bodily sensations (e.g., increased breathing) as energizing factors or
facilitators of performance are likely to have higher self-efficacy than those who experience the
same stimuli as an enervator of performance. Diminishing emotional arousal can reduce avoidance
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behaviour and consequently, methods to alleviate stress reactions during periods of emotional
arousal (e.g., breathing, relaxation, reappraisal, biofeedback) could help reinterpret their bodily
sensations as signals of upcoming performance rather than fear or stress (Bandura, 1977).

The consequences of high self-efficacy include perceiving difficult tasks as challenges to be
approached as opposed to threats to be avoided. In the presence of failure, people with high self-
efficacy beliefs sustain their efforts. They can rebound from defeat while recovering or maintaining
their high self-efficacy. Bandura (1997) suggested that self-efficacy positively influences motiv-
ation and performance indirectly. That is, self-efficacy influences the probability that a person will
choose to engage or remain engaged in a goal pursuit. Self-efficacy directly influences goal striving
because efficacy beliefs directly determine the strength of effort applied to the goal (particularly if
feedback on the goal is absent).

Self-regulation

Many performance tasks (e.g., training, exercises, deployments, expeditions, competitions) require
performers to engage in processes that guide them towards goals, disengage from one task to
achieve another or avoid maladaptive or harmful states. Examples of these processes could include
the effort a performer is willing to offer, pain and fatigue tolerance, enforcing wakefulness when
sleepy, and decisions about pacing or rationing. These processes, where performers regulate or
alter their internal states to achieve desired outcomes, encapsulate the idea of self-regulation.

Like self-efficacy, self-regulation represents a critical mediator and moderator of the relation-
ship between mental skill use and performance. Zimmerman (2000, p14) defined self-regulation
as “self-generated thoughts, feelings, and actions that are planned and cyclically adapted to the
attainment of personal goals.” Self-regulation may also be viewed as the ongoing, dynamic, and
adaptive control of one’s internal state (i.e., thoughts, emotions) and behaviours, as opposed to
regulating or being regulated by others. Therefore, self-regulation is an intrinsic process that is
aimed at adjusting one’s mental and physiological state to adapt to a context. McCormick et al.
(2019) stated that self-regulation enables an individual to monitor and improve their goal-directed
activities in different situations and contexts, using self-oriented feedback loops. A self-oriented
feedback loop involves the evaluation of one’s behaviour concerning their standards and the envir-
onment (Zimmerman, 2000).

Researchers and practitioners have used several different labels (i.e., psychological constructs)
interchangeably to represent the idea of adaptive control of one’s internal state and behaviour. For
example, Nigg (2017) noted that terms including (but not limited to) executive control, executive
functioning, emotional regulation, reactive control, impulse control, and self-control had been used
synonymously with self-regulation.

In most cases, despite the differences in the label used, the researchers were broadly interested
in examining the adaptive processes and systems that people use to control and adjust themselves.
While it is not within the scope of this chapter to provide a detailed discussion and debate of
the conceptual and empirical distinctiveness of self-regulation and the aforementioned psycho-
logical constructs, it is worth noting that some researchers, practitioners, and performers might not
explicitly use self-regulation to describe the idea of regulating oneself. However, they ostensibly
mean adaptive control of one’s internal state and behaviour. Thus, practitioners should strive to be
adaptive and use the lexicon of the performer or group while applying the theory of self-regulation.

Several models, frameworks, and theories of self-regulation exist. However, most of these
models, frameworks, and theories share core components; for example, most theorists recognize
that self-regulation is not static but instead develops through critical periods from early life into
adulthood and beyond. The development of the self-regulation “skill” may manifest over time
through the accumulation and aggregation of low-level capacities (i.e., the ability for positive
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self-talk in response to stress) in line with the development (or breakdown) of physical and neural
systems (i.e., through injury or disuse) and the gradual internalization of control through repeated
exposure and practice. From a practitioner’s perspective, it is therefore essential to acknowledge
that self-regulation is amenable to change (positively and negatively) and may take time to develop.

Most models of self-regulation also share a dual process logic that necessitates a clarifica-
tion of what is being regulated rather than what is regulating (Nigg, 2017). Dual processes in
self-regulation can take many forms. For example, automatic/deliberate, bottom-up/top-down,
exogenous/endogenous, or type I/type II. In most cases, the dual dichotomous states represent one
top-down control aspect of self-regulation and one bottom-up, often an automatic/reactive process.
Given that top-down conscious systems can activate, suppress, magnify, or bias the bottom-up pro-
cess, top-down self-regulation is commonly used to regulate bottom-up processes.

Bottom-up (automatic, type I, reactive) processes are stimulus-driven, rapid, and do not require
conscious control. They are (typically) elicited by external stimuli (via human senses) and are not
unitary. For example, bottom-up processes could be habits, reflexes, innate responses, conditioned
learning, and avoidant behaviours. In most models of self-regulation, bottom-up processes are the
targets of top-down control. For example, a mountaineer must regulate the desire to stop or slow
down during a physically demanding climb if he wishes to attain his goal of breaking a record (e.g.,
the quickest ascent of the North face of the Eiger). Bottom-up processes can also be regulatory.
For example, the bottom-up process can prime, activate, or modify a top-down process. Pain and
fatigue are bottom-up signals, which can be overridden by top-down control, but which have a
signal function towards the organism, in terms of available resources to face a demand.

One particular type of self-regulation that is relevant to high performance is emotion regulation.
Emotional regulation refers to the process by which an individual influences his or her experience
of emotions when they have them, which feelings they have, and how they express those emotions
(Gross, 1998). Kich, Mars, Toni, and Roelofs (2018) stated that emotion regulation, which is also
known as emotion control, denotes all the conscious and non-conscious regulatory strategies by
which the physiological, behavioural or subjective component of an emotional response is altered
or controlled.

Emotional regulation characterizes an individual’s ability to switch between different emotion
control strategies, especially in unfamiliar and rapidly changing situations when the best course
of action is ambiguous. Because of this volatility and uncertainty, performers in physically and
cognitively extreme environments will likely require a range of emotional regulation strategies to
operate optimally. Lane, Bucknall, Davis, and Beedie (2012) stated that military personnel experi-
ence intense emotions in a range of different situations and that emotion regulation strategies differ
between situations. As such, Lane and colleagues recommended that instructors encourage per-
sonnel to become cognizant of their beliefs in emotions that help performance, and the strategies
that they use to regulate these emotions. The result of this approach will be greater awareness of
similarities and differences between emotion regulation strategies used in different situations and
how these could transfer across situations or contexts (e.g., from sport to military operations).

Emotional regulation is distinct from similar processes, such as coping. Coping is typically
viewed as the removal of negative experiences to bring oneself back into a state of equilibrium.
Conversely, emotional regulation can also include processes aimed at maintaining or magni-
fying positive emotion, regulating how these emotions are displayed, and (when appropriate)
downregulating negative emotions. While emotion regulation efforts can be utilized to cope, emo-
tional regulation strategies exclusively target the regulation of emotional experience (Beatty &
Janelle, 2020).

Gross’s (1998) process model of emotional regulation specifies five categories of regulatory
processes by which responses to emotional experiences might be regulated. The five categories are
situation selection, situation modification, attention deployment, cognitive change, and response
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modulation. Performers can employ the five emotion regulation processes and may be effective
at varying points during an emotional experience. Emotion regulation strategies can be both con-
scious and unconscious within a variety of areas, tasks, and situations.

Within the process model of emotional regulation, antecedent-focused strategies are enacted
before the complete activation of a particular emotion. The antecedent-focused strategies have
implications for the type of response (i.e., behaviour) in which the individual may participate and
the future manifestation of emotional reactions. For example, an astronaut might receive a negative
assessment of his performance on a re-entry drill from a teammate and feel angry. The astronaut
might resist the urge to complain to other teammates about the negative feedback and reframe the
situation to consider whether his performance might warrant better preparation next time. The
other type of strategy in the process model of emotional regulation, a response-focused strategy,
refers to actions taken after the trajectory of emotion has unfolded. Therefore, the same astronaut
who was angry because of perceived negative feedback from a teammate may remain angered by
the input. Still, his body language does not reflect his anger while he talks to his teammates to gain
further clarification on his performance.

Antecedent-focused emotion regulation strategies include situation selection, which involves
either approaching or avoiding situations in anticipation of a given emotional outcome. For
example, a performer might avoid a member of the human performance team that had previously
frustrated them. The next antecedent-focused strategy is situation modification, which encompasses
altering the physical aspects of situations to avoid an anticipated emotional outcome. For example,
an athlete might complete her physical training in a gym away from the team if a strength and
conditioning coach has angered her. Another antecedent focused emotional regulation strategy is
attentional deployment. This strategy involves focusing on specific aspects of a given situation
to control an expected emotional response. For example, a performer could focus on how the
feedback from a teammate might provide insight into the performance of a room clearance drill.
Finally, cognitive change entails an internalized version of situational modification. For example,
the performer could interpret his anger as an opportunity to focus more on the value of the content
of a human performance program.

An example of a response-focused strategy, response modulation, involves either upregulating
or downregulating a strong response. In contrast with antecedent-focused strategies, the per-
former could apply this response-focused strategy after the emotion response tendencies have been
generated. In this way, the performer strives to influence the process of response tendencies in
becoming a behavioural response. For example, a military operator might attempt to suppress anx-
iety when about to disembark from a helicopter, or a ballet dancer might attempt to suppress “stage
fright” before going onto stage.

The capability to successfully regulate emotions is central to human performance outcomes
within high-performance environments, including the success of future missions and survival
in military units (Janelle & Hatfield, 2008). For example, effective emotion regulation could
influence behaviour towards other teammates, satisfaction, tactical decision-making, and motiv-
ation to complete a given task. Performers could train self-regulatory skills through exposure
to training that imposes self-regulatory demands, where psychological adaptation is benefi-
cial. For instance, employing extreme environments during adventurous training can impose
physiological and psychological stress on participants, which require regulation of emotion (i.e.,
negative emotion derived from exposure to cold and wet conditions). Similarly, training that
includes sequential task protocols could also increase the demand for self-regulatory resources.
Finally, alternative stressors that could increase the significance for appraisals could consist of
increasing the importance of the stressor; for example, creating head-to-head competition (do
Carmo et al., 2020), or manipulating instructor feedback and behaviour towards others (Beedie,
Lane, & Wilson, 2012).
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Conclusion

In conclusion, the concept of an ideal performance state is multifaceted and significantly influenced
by both internal and external factors. Mental skills like goal setting, self-talk, relaxation, or atten-
tional control play a pivotal role in shaping an individual’s performance state, demonstrating the
crucial link between mental strategies and task execution. However, these mental skills are just
a part of a broader spectrum that includes physical health, nutrition, sleep, and environmental
factors.

Importantly, self-efficacy emerges as a central component in this framework, influenced by a
variety of sources and significantly impacting an individual’s approach to challenges and setbacks.
Bandura’s emphasis on the reciprocal nature of efficacy beliefs and behaviour underlines the
dynamic and context-specific nature of self-efficacy. Similarly, self-regulation, characterized as an
intrinsic process of managing one’s internal state, is key in navigating towards desired outcomes,
particularly in high-pressure or demanding situations.

This comprehensive understanding of performance states underscores the necessity of a holistic
approach to performance enhancement. It’s not just about developing mental skills but also about
recognizing and addressing the multitude of factors that contribute to one’s performance state.
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4 Self-talk, Goal Setting, and Visualization

Martin I. Jones and Paige Mattie

Introduction

This chapter introduces common performance-enhancing strategies performers use in high-
pressure contexts (e.g., military, sport, business, performing arts) and describes how individuals
operating in these contexts and human performance practitioners can use these strategies in their
mental performance programs.

In many high-performance environments, there can be a temptation to lean on technological
advancements to provide the critical edge. This is particularly true in volatile, uncertain, com-
plex, and ambiguous (VUCA) environments or those that are isolated, confined, and extreme
(ICE) where new technologies can make operators more effective (i.e., doing the right things)
and more efficient (i.e., doing things right). There is no doubt that technology can produce effects
at a reduced cost, with fewer resources, or can support people when they otherwise cannot com-
plete an assigned task (e.g., during the night). However, the first of truth of special operations
states that humans are more important than hardware. No matter which technology is applied,
there will always be a human in the loop, either pressing a button, programming, and operating
a system, or pulling the trigger. It is, therefore, critically important that the performance of these
humans is optimized to ensure that the technology works are intended. This is true of all types of
technology, from the advanced (e.g., space stations) to the relatively simple (e.g., a bayonet). The
quality and sophistication of tools and techniques are not the primary determinants of success — it
is the human.

The core of high performance lies in the cognitive, emotional, and behavioural virtues of the
individual. Mental skills training focuses on developing strategies before, during, and after events
to manage the unique psychological (and physical and social) stressors that emerge in VUCA and
ICE environments. The performance-enhancing strategies described in this chapter enable individ-
uals to increase their chances of success by contributing to a broad developmental system of high
performance (e.g., genetic, physical, technological, social). The phrase that “Humans are more
important than hardware” serves as a guiding principle for mental skills training. It underlines
the necessity of investing in the psychological development of performers, ensuring that they are
mentally equipped to navigate the complexities and pressures of high-stakes environments. This
chapter will delve into how performers and human performance practitioners can implement this
principle, designing mental training programs that utilize evidence-based performance-enhancing
strategies.
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Self-talk

How we think and talk to ourselves (self-talk, inner speech, inner talk, sub-vocal speech, mental ver-
balization, internal monologue, internal dialogue, and self-statements; Morin, 2005) is associated
with how we feel and act. Most commonly, self-talk (the term we will use in the current chapter)
is experienced by the person speaking in their voice but with no sound being produced. However,
some people hear different accents or dialects (e.g., those of a significant other), and there are large
individual differences in the frequency with which individuals experience self-talk.

Self-talk, as a performance-enhancing strategy, is based on the hypothesized link between
thoughts and behaviour. Therefore, scholars and practitioners have recommended that people
attempt to regulate how they think, as the quality of our thoughts can influence the perform-
ance of tasks. Self-talk is particularly relevant for performers who experience “dead time’ when
maladaptive thoughts can creep in. During this time, intrusive, maladaptive, and task-irrelevant
cognitions can creep into one’s awareness. For instance, a military operator might start thinking
about risk, previous missions, or the consequences of future action while in transit to a mission.
In this example, self-talk can cue task-relevant and adaptive thoughts, thereby blocking out poten-
tially hazardous intrusive cognitions.

Several authors have shown that self-talk is used in high-performance and high-pressure settings.
For example, Adler et al. (2013) conducted a survey and interview study of 121 service personnel
from nine NATO nations and reported that self-talk was used to maintain optimism. Similarly,
Arthur et al. (2017) described the positive relationship between using self-talk training and per-
formance in the UK Parachute Regiment’s “P-company” airborne selection course. In a sporting
context, Hase et al. (2019) conducted a three-group, randomized control trial (instructional self-
talk, motivational self-talk, or control) on dart-throwing performance while measuring cognitive
and cardiovascular reactivity as a proxy for a challenge or threat state (i.e., Blascovich 2008. The
results revealed that motivational but not instructional self-talk improved performance (i.e., hits
closest to the bullseye) compared with the control condition; however, self-talk did not influence
challenge and threat states. Saint-Martin et al. (2020) examined the self-reported cognitions and
emotions of Olympic and Paralympic swimmers to understand how these athletes prepared for
elite-level performance. The results of a series of semi-structured interviews revealed that these
elite athletes used a range of techniques to manage their cognitive and emotional responses to
high-pressure competition. For example, the athletes used motivational and instructional self-talk,
often in combination with other psychological techniques (e.g., imagery), to change cognitions or
emotions before and during the performance.

What is self-talk?

Theodorakis, Weinberg, Natsis, Douma, and Kazakas (2000) defined self-talk as “what people
say to themselves either out loud or as a small voice inside their head” (p. 254). This definition
addresses two central aspects of self-talk. Firstly, self-talk can be said either covertly or overtly;
secondly, self-talk comprises statements addressed to oneself and not others.

Hatzigeorgiadis, Zourbanos, Galanis, and Theororakis (2011) stated that people often ver-
balize thoughts to themselves by expressing feelings (“Awesome!”; “Terrible!”), ask themselves
questions (“Why did you miss that shot?”’), and give themselves instructions (“Recheck your map
in 1000 paces”). As a psychological strategy, self-talk uses our capacity for internal dialogue and
shapes the words and phrases used to influence our behaviour.

Using one’s self-talk to influence emotions and behaviour is not a new concept. Plato’s Socrates
is thought to have stated that thinking is merely inner speech that makes us aware of our existence.
Similarly, the Stoics recognized the value of self-talk in helping people live virtuous and tran-
quil lives. Like modern psychotherapists, the Stoics advocated addressing the content of self-talk
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to help alter emotional responses and function more effectively. The Stoics (and subsequently
psychologists) recognized that self-talk is controllable, and through carefully planned and executed
self-talk, people can exert control over their response to uncontrollable events. Therefore, the value
of self-talk to performers as a controllable response in an uncontrollable, unpredictable, and vola-
tile environment is evident.

Essentially, self-talk is the recognition of the influence that the way people think about them-
selves influences how they behave. Self-talk interventions utilize that recognition and leverage
our capacity to choose our way of thinking (and internal dialogue) regardless of outside events.
Although people spontaneously talk to themselves, self-talk as a performance-enhancing cognitive
strategy involves carefully planning and repeating particular words and phrases to achieve spe-
cific outcomes. For example, people may use self-talk for performance enhancement, confidence
enhancement, to learn new techniques, or with non-performance-related issues (e.g., coping with
family stress).

Is all self-talk the same?

Valence

Self-talk is a multidimensional and diverse psychological skill. The valence dimension is argu-
ably the most understood (albeit one of the less valuable) dimension of self-talk. The valence
dimension of self-talk concerns the dialogue’s nature as either a positive or a negative statement.
Statements are assigned the label “positive self-talk” when they are (for example) framed as praise
and “negative self-talk” when they are framed as criticism. While this simple dichotomy is some-
what appealing, it is less helpful in applying self-talk because of the paradoxical consequences of
self-talk valence. For some people, positive self-talk is indeed performance-enhancing. However,
for others, positive praise like self-talk could inhibit performance by introducing complacency.
Equally, negative criticism like self-talk could promote improved performance by stimulating
motivation. Other individual differences (e.g., self-esteem and personality traits) influence the
interpretation of the self-talk valance. Therefore, coaches and human performance practitioners
should be careful when training “positive” self-talk or discouraging “negative” self-talk without
considering the individual’s phenomenology of self-talk.

Overtness

Self-talk can be covert, where the dialogue is articulated sub-vocally (like a voice inside the mind),
or overt, where the self-talk is told so others can hear. There appears to be no difference between
overt and covert self-talk in performance effects; however, some people might feel embarrassed
vocalizing their thoughts. Sometimes, deliberate overt self-talk is inappropriate because of the
requirement for silence (i.e., reconnaissance tasks). That said, overt self-talk could trigger social
support and communal coping that could influence performance, particularly in team-based
assignments. This type of self-talk is commonly observed in sports performances. For example,
spectators at tennis matches often hear players shouting “COME ON” following the completion
of a point.

Dual process

In psychology, dual-process theories describe how thoughts (in this case, self-talk) arise differently.
Both Hatzigeorgiadis and Biddle (2008) and Hardy, Oliver, and Tod (2009) discriminated between
two different types (i.e., dual processes) of self-talk. The first type is the self-talk that is an organic,
automatic, spontaneous, and potentially intrusive experience. The other type is a deliberate mental



66 M.I. Jones and P. Mattie

strategy that employs specific cues or goals. Van Raalte, Vincent, and Brewer (2016) have made
a similar differentiation. They used the labels system one and system two self-talk to represent
the more spontaneous and automatic self-talk vs. the more intentional self-talk. According to Van
Raalte et al. (2016), system one self-talk brings recent experiences into awareness. This awareness
represents the emotionally charged reaction to a stimulus (i.e., pain, situational factors). System
two self-talk results from consideration and planning and may lead to logical instructional, motiv-
ational, and task-focused self-talk. System one self-talk could represent the individuals’ core self-
evaluations (i.e., “I am terrible,” expressing low perceived confidence). System one could also
represent the depletion of cognitive resources. Therefore, practitioners should be wary of reading
into the content of system one self-talk without considering how the self-talk manifests.

Intentional self-talk may be used to reframe spontaneous self-talk. Reframing will most likely
occur if the consequences of automatic system one self-talk are maladaptive (i.e., anger, frustra-
tion, and self-loathing). For example, a performer might react to negative bodily sensations (e.g.,
“my back hurts, you are weak, I am never going to finish”). The performer could then attempt to
regulate the maladaptive thoughts by telling himself to “stop and calm down”. Next, he might
apply an intentional and instructional cue. This cue could focus on a specific aspect of the task
(e.g., “focus on putting one foot in front of the other; I will finish this march”).

Intentional self-talk can be cognitively demanding. Thought-stopping and reframing will incur
a cognitive cost and could ultimately impede performance over time if the thought stoppage
depletes mental resources and manifests in mental fatigue. Equally, intentional self-talk requires
working memory; therefore, using concise cues is more optimal than a long pre-planned mono-
logue. Using brief cues frees up working memory and other attentional resources available to
complete different tasks (Van Raalte et al., 2016). Performers could find that the regulation of
their self-talk is viable in relatively benign or low-stress training scenarios. However, self-talk
regulation might break down in volatile, uncertain, contested, and ambiguous (VUCA) training,
selection, and performance environments where cognitive demands are high. Therefore, self-talk
cues should be concise to spare mental resources and then practiced in VUCA training environ-
ments where possible.

Self-generated or assigned?

An additional consideration to add to the various dual-process theories of self-talk is whether the
self-talk is self-generated (typically automatic system one self-talk) or whether the self-talk is
assigned. Assigned self-talk could represent intentional system two self-talk but typically relates
more to self-talk statements that a coach, mentor, or human performance practitioner generates on
behalf of (or in collaboration with) the performer (usually in preparation for an anticipated situ-
ation). This type of self-talk is valuable for performers with limited experience in each situation
because it allows someone with more expertise to help generate task-relevant cues. In terms of
effectiveness, self-generated and assigned self-talk are likely to be effective but moderated by situ-
ational and individual variables (e.g., task novelty and trait anxiety).

Does self-talk work?

A large body of literature suggests that self-talk improves performance (Tod, Hardy, & Oliver,
2011). Researchers and practitioners, for instance, Hardy, Jones, and Gould (1996), have promoted
self-talk as a critical component of performance psychology programs. However, as with most
mental skills, it is essential to consider the types of outcomes. Self-talk likely exerts different-sized
effects on various aspects of performance or types of tasks.

McCormick, Meijen, and Marcora (2015) conducted a systematic review to identify practical
psychological interventions that improved endurance performance. They found consistent support
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for using various psychological skills, including self-talk. Detailed analysis of the results revealed
that motivational self-talk reduced the perception of effort and increased time to exhaustion in a
cycling task (Blanchfield et al., 2014). Self-talk also improved non-athletes’ performances in a
10-km cycling time trial, compared with neutral self-talk (Barwood et al., 2015). Finally, self-talk
increased the amount of work completed by non-athletes during 20 minutes of cycling (Hamilton
et al., 2007).

Hatzigeorgiadis et al. (2011) examined 32 studies that showed self-talk interventions on sports
performance. Their meta-analysis revealed a positive moderate-sized relationship between goal
setting and task performance. They found the most robust relationships when the task performance
involved fine motor skills (compared with gross motor skills) and when tasks were novel (versus
well-learned). Hatzigeorgiadis and colleagues considered the different types of self-talk rather than
considering self-talk as a homogeneous experience. Self-talk that was designed to provide instruc-
tion (i.e., “keep your eye on the target”) was more effective when outcomes involved fine motor
tasks compared with self-talk that was designed to be motivational (i.e., “you can win”). Finally,
Hatzigeorgiadis et al. revealed that trained (i.e., system two) self-talk was more effective at influ-
encing task performance than untrained (i.e., spontaneous, system one) self-talk. Performers and
human performance practitioners must carefully consider the types of training and the associated
desired outcomes. While self-talk is generally performance (and learning) enhancing, the task’s
nature can influence the effect size.

A challenge with all self-talk research is the accurate measurement of inner speech. The content
of human thought cannot be observed or recorded by any objective measurement tool. Consequently,
we rely on self-reporting self-talk, which is confounded by metacognitive skills (i.e., one’s capacity
to think about thinking). Given the sensitivities and pressures around many training procedures in
high-pressure and high-performance exercises and operations (i.e., spaceflight, military), it is prac-
tically impossible to study self-talk “in the wild” by using think-aloud protocols, interviews, and
thought listing that researchers use in other performance domains (e.g., sport). Therefore, most
self-talk research in close proximity to performance typically involves non-elite athletes as the
consequences of performance are reduced compared with professional athletes, military personnel,
astronauts, and front-line medical professionals.

Why does self-talk influence performance?

Tod et al. (2011) suggested that the relationship between self-talk and performance is mediated
by cognitive (i.e., attention), motivational, behavioural, and affective mechanisms. However, they
recognized that there was limited research in 2011 to demonstrate the salience of each mechanism.
The same is accurate at the time of writing this chapter.

Many researchers believe that self-talk is indirectly related to performance by helping people
focus attention, increase motivation, increase confidence (self-efficacy), and manage arousal
(Hardy, 2006). Specifically, adaptive self-talk (typically intentional and positive) can positively
influence the performance of tasks. Maladaptive (usually spontaneous, intrusive, and often nega-
tive) can negatively affect the performance of tasks. However, positive and intentional self-talk
can be debilitative (i.e., paralysis by analysis). Moreover, negative spontaneous self-talk can be
facilitative (i.e., motivational).

People may use self-talk for different functions. The two main functions researchers have
described in the performance psychology and consulting psychology literature are motivational
and instructional self-talk. Motivational self-talk serves the purpose of influencing psychological
or physiological arousal. For example, a performer could use a set of cues to “psych up” and build
confidence to complete a specific task. Instructional self-talk refers to the focusing of attention on
a particular prompt. For example, a performer could use deliberate cues to focus on a technique,
strategy, or the kinaesthetic attributes of the skill’s execution (Theodorakis, Hatzigeorgiadis, &
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Zourbanos, 2012). The dichotomy of motivational and instructional self-talk could apply to the
content and the function of the discourse (i.e., the consequences). For example, instructional cues
could also have a motivational effect.

Using self-talk is likely to change performance because of cognitive mechanisms. Specifically,
individuals use self-talk to initiate or increase attentional control toward task-relevant stimuli
or decrease interfering thoughts. Self-talk likely influences motivation toward a task, mainly
if the self-talk content’s function is motivational and can influence effort and task-relevant and
performance-enhancing behaviour. In addition to motivation influencing behaviour, Tod and
colleagues noted that other behavioural mechanisms explain the self-talk and performance rela-
tionship. For example, individuals use instructional self-talk to talk through a specific movement
(mainly if the movement patterns are not well learned). Finally, self-talk could exert an emotional
change that subsequently changes performance. For example, individuals could use self-talk to
reappraise an irrational thought to help them experience anxiety as excitement or to reduce debili-
tative stress.

Antecedents of self-talk

The content and function of self-talk are influenced by different antecedents that practitioners
can target during attempts to intervene to change performance. Figure 4.1 shows the potential
precursors to inform whether self-talk is used, the self-talk content, the timing, and the final
performance. It is worth noting that many of the possible antecedents are not well-researched.
Therefore, the antecedents are theoretically grounded but hypothesized. There is a lack of evidence
to substantiate causal relationships between specific antecedents and self-talk experiences.

Whether an individual adopts self-talk as a mental skill to strive for optimal performance or
excellence will depend on various factors. Hardy, Oliver, and Tod (2009) suggested that per-
sonality factors might be related to the use of self-talk. For example, negative self-concept or
trait pessimism might be reflected in the valance of (particularly system one) self-talk. Similarly,
motivational dispositions (e.g., the general desire to demonstrate superiority over others vs.
mastering a task and referencing competence based on improvement) have also been linked to
self-talk use. Harwood, Cumming, and Fletcher (2004) revealed that junior athletes with a higher
task mastery and moderate superiority goal profile used significantly more positive self-talk in
practice and competition than athletes with lower task mastery and higher superiority goal orien-
tation dispositions.

Individual perception of the utility of self-talk influences performance. Also, the understanding
that one can regulate system one self-talk and apply system two self-talk is likely to change the
content and timing of self-talk experiences. Practitioners could use peer instruction activities to
help sell the benefits of strategic self-talk. For example, describing role models’ stories of when
they used self-talk and how it influenced their performance. The belief that individuals can exe-
cute self-talk skills can be addressed through practice in training. Positive feedback from peers and
instructors, role modelling, and increasing an operator’s awareness of positive physical sensations
when using self-talk (i.e., decreased somatic anxiety and increased physical arousal) can help
change a person’s self-talk beliefs.

According to Hardy et al. (2009), people will use self-talk based on their information processing
preference. Specifically, some people favour information in text and verbal instructions or visual
demonstrations and imagery. Although there is little evidence to substantiate this claim, Hardy and
colleagues supposed that athletes with a verbal cognitive processing preference would likely use
self-talk more frequently than athletes with a non-verbal processing preference.

The final antecedent that could influence self-talk experiences is the individual’s perceptions of
situations. Tasks perceived as too easy or too tricky could produce different types and functions of
self-talk. For example, a simple task may require motivational self-talk to psych up. In contrast, a
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problematic task might require more instructional self-talk, mainly if the task requires skills that
are not well-developed. Hardy et al. (2009) also suggested that peers, teammates, and significant
others (e.g., instructors and leaders) can influence self-talk experiences. Specifically, the valence of
statements from significant others could be matched in the self-talk of operators. Similarly, overt
self-talk could be used to initiate social support from others.

Moderators of self-talk and task performance

Moderators are variables that influence the direction (e.g., positive or negative effect) and vary
the relationship’s strength. For example, skills might improve performance for novices but do not
affect an expert. In this case, the level of expertise is a moderating variable.

Competence

The competence of the individual using self-talk is likely to moderate the relationship between
self-talk and task performance. Several studies have suggested that elite athletes use different self-
talk types (i.e., diverse content and function) compared with non-elite athletes. This is likely due
to experience, with elite athletes having more experience using self-talk in a wider range of activ-
ities (i.e., training, competition, and injury) that have enabled a personalized mental framework of
where and when self-talk can be used and which forms of self-talk are most appropriate given the
situation, cognitive responses, and emotions. Similarly, successful vs. unsuccessful athletes have
reported using different types of self-talk. Individuals competent at a given skill might use self-talk
for motivational or tactical reasons (i.e., psych up, environment cues). In contrast, individuals not
skilled in a given ability could employ self-talk to help execute the capabilities (i.e., instructions
through movement phases). This divergence in self-talk may be attributed to the varying psycho-
logical demands and experiences faced by performers at different levels of competition. Compared
with novices and less successful performers, elite performers, often exposed to higher stakes and
more intense, VUCA and ICE environments, might develop more sophisticated or targeted self-
talk strategies to cope with these pressures. Their self-talk might encompass a broader range of
content, focusing not just on motivation or encouragement but also on strategic aspects of perform-
ance, technical execution, and emotional regulation. It is difficult to demonstrate causation; how-
ever, the difference in self-talk between elite and novice performers emphasizes the role of mental
strategies in achieving and maintaining high performance.

Task complexity

The nature of the task being performed is also likely to moderate the relationship between self-
talk and performance. In this case, the issue could be conceived as a matching task and self-talk
function. Specifically, suppose the individual uses instructional self-talk to focus attention on a
technical aspect of a task. In that case, the performance of the given task will only be improved if
the task is technical. Conversely, if the task is not technical and does not require instructional self-
talk, the self-talk-to-performance relationship’s strength will be attenuated. If the task requires a
change in effort, motivational self-talk content will produce a more significant effect than instruc-
tional self-talk.

Emotion

Van Raalte et al. (2016) proposed emotional matching of self-talk. Emotional matching assumes
that self-talk congruent with the emotions or arousal level of the individual will be more effective
than incongruent self-talk. For example, when arousal levels are high, and there is an associated
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emotional response (e.g., anxiety), the self-talk will improve performance if it matches the emotion
(i.e., I am pumped — I feel excited, rather than calm).

Language

The type of language used also appears to be a significant moderator of effect. Kross et al. (2014)
considered whether first-person or third-person self-talk was critical. A series of studies by Kross
and colleagues suggested using one’s name and other non-first-person pronouns to refer to the
self-represented, a form of self-distancing that could influence performance in specific situations.
Specifically, Kross et al. reported that using third-person self-talk promoted self-distancing,
enhanced participants’ ability to regulate their thoughts, feelings, and behaviour under stress, and
helped them appraise anxiety-provoking events in more challenging, less threatening terms.

When using self-talk as a motivational strategy during painful or unpleasant bodily sensations,
Kross and colleagues’ findings suggest that using one’s first name, for example, “Come on, Smith,
you can do this”, might be more effective than using a personal pronoun “come on, I can do this”.
The reason behind this quirk of language appears to be a psychological distancing between the
self and the experience. For example, the pain is happening to Smith, not me. The consequence
of the psychological distance is a greater capacity to exert self-control (i.e., keeping pace while
in pain). Equally, using a name or a non-first-person pronoun could promote self-distancing,
allowing individuals to think objectively about irrational thoughts and be more accepting of their
experiences.

Practical application

Greene (2019) described a situation where psychologists could use self-talk in coaching for special
operations forces. Greene described an assessment and selection practice where prospective

’ MEDIATOR VARIABLES ‘

wa Self-talk antecedents byl Self-talk content and timing Performance

Personality
Self-talk efficacy beliefs
~~~~~~~ Positive perception of self-talk
Cognitive processing
preferences
Perception of situation

MODERATOR VARIABLES

Figure 4.1 Applied mediational model of self-talk and performance.
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operators were instructed to jump into 12 feet (3.6m) of water, plunge to the bottom of the pool,
and then push off back to the surface to breathe. The prospective operators must repeat the cycle
of dunking and re-emerge for several minutes with their hands bound behind their backs. Greene
noted that for many candidates, the anticipation of this exercise is intimidating and anxiety-
provoking. While waiting to start the activity, there is ample opportunity for self-talk to exacerbate
fear and self-doubt. To prepare for this situation, a psychologist can educate the candidates on the
dimensions and moderators of self-talk and their potential consequences. This education could
help the candidates to recognize when and how their self-talk might negatively influence their per-
formance on the task. The candidates could also practice intentional self-talk by analyzing “what
if” scenarios. For example, if the candidate anticipates worry about drowning (i.e., “I cannot do
this — I am going to die”). The self-talk cue could focus on drawing attention to a task-relevant
behaviour (i.e., “keep kicking”) and employ third-person self-talk as a method of self-distancing (it
is OK, Smith, you are worried about drowning, that’s normal given the task, but the rational thing
is to focus on your technique and control your arousal). Finally, the self-talk can be a benign cue to
distract the candidate from this worrisome thought (i.e., counting backward from 100).

Goal setting

In the high-pressure and high-performance contexts, it is essential to set goals (e.g., pass a selection
or qualification course, win an event, complete an objective) and have the resources for goal pursuit,
staying on track, stopping futile goal striving, and not overextending oneself while attempted to
achieve desired outcomes. Therefore, this section aims to introduce goal setting as a performance-
enhancing strategy, describe why goal setting improves performance, and discuss how to improve
the goal setting and goal implementation process.

Adopting goal-setting and implementation techniques can directly influence ideal performance
states and indirectly improve performance. For example, researchers (McEwan et al., 2016) have
shown that setting goals increases self-efficacy and can focus the performer’s attention on rele-
vant tasks. Moreover, Locke and Latham (2002) revealed that setting goals (specifically challen-
ging goals) led to the highest levels of effort and task performance, both of which are necessary
for all elite performers. Therefore, we believe that goal setting and implementation present elite
performers and coaching practitioners with a simple technique that could be integrated into any
mental performance program under one’s control.

What is goal setting?

Goal setting is a cognitive technique many people use, based on the premise that conscious
goals affect action. In its most basic form, goal setting is a process of creating a discrepancy in
achievement. When setting goals, the individual describes a difference between where she is cur-
rently and where she wants to be. She then sets about reducing that discrepancy with action. The
action required to achieve the goal is broadly labelled goal striving and goal implementation. For
clarity, when talking about goal setting, we refer to both setting goals and the processes needed to
achieve those goals.

According to Locke and Latham (2002), a goal is “the object or aim of an action, for example, to
attain a specific standard of proficiency, usually within a specified time” (p. 705). Goals are defined
as end states that people have not yet attained (and are focused on achieving in the future) and are
committed to approaching or avoiding (Moskowitz, 2012). Goals are thus an objective or aim an
individual is trying to accomplish. The pursuit of goals is not always elevated to a conscious level.
Goal setting, however, is a cognitive endeavour. Goal setting is the process of articulating and pur-
suing one’s goals.
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To demonstrate the importance of goal setting, consider the similarity of land navigation and
goal setting. Like navigation, goal setting requires forethought about where one is going and how
one will get there. A military operator might be tasked with navigating from one destination to
another in a pre-determined time. It is doubtful that the operator will set off having received his
coordinates, hoping for the best. They will take out a map, plot the coordinates, take a compass
bearing, consider the land’s contour, avoid apparent pitfalls, discuss the route with teammates, and
carefully consider their pace count. Like land navigation, goal setting will only be successful if the
individual sets off with a plan.

Most people have experience setting a performance goal (e.g., passing a selection course,
improving personal best timings, running 5 km in under 20 minutes) or creating a new year’s reso-
lution. Though many people have experience setting goals, only some have experience achieving
them. The reasons why people do not achieve goals are complex and often multifaceted. It is
abundantly clear that simply stating that you desire a change is not enough. Perhaps the goal was
framed in a negative tone or was too vague. Maybe things got in the way, or it became apparent
that goal-striving was futile, but they kept going anyway. Therefore, to achieve desired goals,
performers and human performance professionals need to consider the antecedents of goals, the
mechanisms of the effect, and the boundary conditions that influence the strength and direction of
effects. Essentially, by understanding the “how” of goal setting and goal pursuit, individuals will
know how to set goals, strive for goals, and understand what has gone wrong (and make changes)
when goal attainment goes awry. By learning about goal setting, we hope that performers and
human performance professionals can play the goal-setting detective to investigate goal-setting
and implementation processes in the past and consider new techniques and strategies to inform
future achievement.

Does goal setting work?

The short answer to the question in this subheading is yes — goal setting does work! A large body of
evidence suggests that goal setting improves the performance of a range of tasks through changes
in motivation, effort, attention, and self-efficacy (more of that in the next section). Not only that,
setting goals increases subjective well-being and satisfaction (Latham & Locke, 2007).

Goal-setting theorists broadly state that goal-setting positively influences the performance of
a range of tasks in diverse situations (assuming that the goal is attainable). Arguably, the most
prominent theory on goal-setting and performance was developed by industrial and organiza-
tional psychologists Locke and Latham (1984, 1990) for task performance in the workplace.
Researchers have studied goal setting in several contexts despite the initial focus on the work-
place. Locke and Latham’s (1990) theory of goal setting has been developed over the past
30 years by groups of researchers across achievement (i.e., education) and performance (i.e.,
sport) domains. Goal setting has beneficial effects in sport, psychotherapy, creativity, leadership,
negotiation, health care, entrepreneurship, and the military (Locke & Latham, 2019) because of
shared concerns across high-performance contexts with achievement, cognitive processes, and
social processes.

Goal setting is a consistently applied tool within sport and performance (Orlick & Partington,
1988; Weinberg & Butt, 2014). Several researchers have conducted meta-analyses to examine
the size and direction of the relationship between goal setting and performance. Within each con-
text (e.g., sport, physical activity, and health care), the performance metric is different. Still, the
idea that goal setting improves performance is consistently reported (Locke & Latham, 1990).
For example, McEwan et al. (2016) conducted a systematic review and meta-analysis of multi-
component goal-setting interventions to change physical activity behaviour. McEwan and
colleagues searched for studies that included controlled experimental trials where participants in
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the intervention conditions set physical activity goals and their physical activity behaviour was
compared to participants in a control group who did not set goals. They found 45 articles that fit
the bill and reported that goal setting positively affected physical activity behaviour. An important
finding from McEwan and colleagues was a high degree of heterogeneity in how coaches and
physical activity professionals delivered goal-setting interventions. There appear to be multiple
components of goal-setting interventions that, when delivered, can strengthen the effect of the
goal-setting intervention.

Why does goal setting work?

Locke and Lathan (2006) stated that four mechanisms explain why goal setting positively influences
performance. Firstly, challenging goals (aka goal difficulty) lead to greater effort and persistence
than moderately complex, easy, or vague goals (i.e., “do my best”). Secondly, goals direct effort,
attention, and action toward goal-relevant actions at the expense of irrelevant actions. Thirdly,
having goals may motivate individuals to use existing abilities. By having plans in place, individ-
uals might initiate a “pull” of stored task-relevant knowledge into awareness and start searching for
new knowledge. Finally, because performance is a function of motivation and ability, goal effects
depend on the requisite task knowledge and skills.

A core tenet of Locke and Latham’s theory is that a specific goal is better than a vague goal (i.e.,
do my best) or no goal. If the goal is also challenging to the individual (i.e., difficult to pursue and
achieve), the level of performance is higher than when the goal is easy. However, it is essential
to recognize that if the goal is too challenging and exceeds the individual’s abilities, performance
variation will be more likely attributable to other individual differences (not goal setting).

The relationship between goal setting and performance is not simple or linear. A time lag
between the assignment of the goal and performance can manifest while people search for appro-
priate strategies to achieve their goals. Locke and Latham (2002) suggested that four mechanisms
mediate the relationship between goals and performance. First, setting goals directs attention
toward goal-related activities and away from irrelevant activities. This effect occurs cognitively
and behaviourally (Locke & Latham, 2002). For example, an individual with a specific learning
goal (e.g., learning how to use a new technology) will likely pay attention to goal-relevant instruc-
tion. Moreover, they will probably pay less attention to what they perceive as irrelevant teaching.
Next, they will likely practice using the technology to achieve proficiency.

Second, goals can motivate an individual. More challenging (than easy) goals lead to a higher
strength of effort. Third, goals influence persistence in tasks relevant to goal pursuit. When indi-
viduals control their time on a task, challenging, compared with manageable goals, can prolong
effort (i.e., physical, cognitive, and personal effort). However, there is often a trade-off between
time and intensity of effort (Locke & Latham, 2002). When individuals set very difficult goals, the
consequence can be a faster and more intense work rate for a short period. Conversely, challenging
goals can result in slow work and reduced intensely for an extended period.

Finally, goals can influence action by adopting task-relevant strategies and knowledge
(Healey, Tincknell-Smith, Ntoumanis, 2019). People use the knowledge and skills they possess
that are relevant to goal attainment. For example, suppose the goal involves navigation. In that
case, individuals will use their knowledge of map reading without needing additional conscious
planning to exert effort and persist until the goal is attained (Locke & Latham, 2002). If goal
pursuit is not automatic, people apply skills from a repertoire previously used in related contexts.
If the quest toward a goal involves engaging in new skills or strategies, the individual will
engage in deliberate planning to enable them to attain their goals. People with high self-efficacy
to develop a new plan will be more likely to create effective task strategies than those low in
self-efficacy.
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Goal attributes

Performers and human performance practitioners can break down goal attributes into goal con-
tent, intensity, and temporality. Goal content refers to the nature of the activity or the desired
outcome. Typically, these contents are labelled as either outcome or process goals; however, other
labels are sometimes used (e.g., learning and performance goals). An outcome goal is usually
the desired endpoint (e.g., passing a course), whereas process goals reflect the steps required to
reach the destination. Individuals could set goals in isolation (i.c., setting only outcome goals) or
as a combination (i.e., process and outcome goals). For most people, effective and efficient goal
setting inevitably involves combining the two types of goals, but usually at different times. For
example, an individual might set an outcome goal once per year but then set different process
goals (based on perceived progress and feedback) as they set off on their journey toward goal
attainment.

Goal intensity refers to the strength with which the goal is pursued and reflects the perceived
resource requirements demanded by the goal. Goal intensity also demonstrates the importance
of the goal to the individual. It will typically manifest in the effort and determination the indi-
vidual shows when striving toward their goal. Goal importance is closely related to self-efficacy.
Unimportant goals can suffer from a lack of traction or can be easily derailed in the presence of
obstacles. The importance of the goal is a critical consideration when setting goals on behalf of
someone else (versus using self-set goals). The coach or human performance practitioner must
consider goal intensity when setting a goal for someone else.

Goal temporality reflects the timing of the goal. Individuals can set goals for the distant future
(i.e., long-term goals), for a time soon (i.e., intermediate goals), or for the immediate future (i.e.,
short-term goals). As with goal content, most goal-setting systems include combinations of the
different temporal types. For example, the outcome goal of becoming an astronaut might neces-
sarily be a long-term goal (because of the time it takes to pass selection and qualify). An inter-
mediate goal might form part of the process by tracking back from the endpoint of selection and
qualification, such as submitting paperwork and attending a briefing course before selection.
A short-term goal might focus the performer’s attention on what they must do that day or week to
facilitate their chances of achieving a long-term outcome. For example, a short-term process goal
could be to complete specific physical workouts that day, and a short-term outcome goal could be
to record a particular number of activities by the end of the month. Short-term goals are compelling
in increasing self-efficacy because individuals gain positive feedback concerning their capacity to
master a task. Long-term goals are captivating because of their capacity to change behaviour and
cement positive habits.

Another goal-setting approach evident in blogs, websites, self-help books, and health and
fitness publications is SMART (i.e., Specific, Measurable, Achievable, Realistic, and Timed;
Doran, 1981). Many individuals use the variations of the SMART acronym to help set goals that
address each letter of the acronym. The SMART acronym is catchy and easily remembered; how-
ever, it does not provide the setter of the goal with relevant information that helps them strive
toward their goal or adapt to changing circumstances. Consequently, we observe that many people
with knowledge of SMART (in place of a more detailed understanding of goal-setting theory)
do not consistently achieve their desired outcomes. According to Healey, Tincknell-Smith,
and Ntoumanis (2019), understanding goal taxonomies and recommendations (e.g., SMART)
is overly simplistic. Consequently, they do not reflect goal setting and goal striving in the real
world. Similarly, Maitland and Gervis (2010) suggested that if coaches and human performance
practitioners rely on simplistic goal-setting processes without considering athletes’ wider social
and motivational choices, such as why they pursue explicit goals, the goal-setting practice might
be ineffective.
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Moderators of goal-setting and performance

Burton, Naylor, and Holliday (2001) stated that goal setting is a paradox because it is a straightfor-
ward technique that is complicated in practice. The technique is complicated in practice because of
moderators that, when applied or omitted, change the size and direction of the effect. A moderator
variable influences the strength of a relationship between two other variables (i.e., goal setting and
performance). In the context of goal setting, researchers have suggested that goal commitment,
goal importance, self-efficacy, feedback, framing, suitable task strategies, and task complexity
moderate the relationship between goal setting and performance.

Goal commitment

The goal-performance relationship is most robust when people are committed to their goals. Goal-
setting theorists have suggested that goals that an individual is not committed to attaining or pur-
suing have little influence on performance. A lack of goal commitment manifests in the absence
of effort, strategy, and attention toward task-relevant activities. It may be a function of perceived
(in)competence or (a lack of) belief in an individual’s ability to execute a goal-pursuit strategy
and attain goals. Goal commitment is more important for goal-setters when the goal is challen-
ging. When goals are straightforward, fewer personal resources are required to achieve the goal
(i.e., little effort) than challenging goals. Therefore, commitment to a difficult goal is necessary
because challenging goals need people to do “something” that they would not already be doing
(i.e., increased effort, strategy, and attention). Practitioners can facilitate goal commitment by
helping to make goal attainment relevant to people, including the importance of the outcomes
they expect because of working to attain a goal. Next, practitioners can help build a belief that the
individual can achieve the goal (self-efficacy). When goals stretch personal resources, goal pursuit
can be less satisfying than easy goals (because they are tough). However, when people achieve
challenging goals, they report higher satisfaction, probably because of the gravitas of performing
a socially desirable goal that is difficult enough to put most people off (i.e., gaining promotion).

Self-efficacy

Self-efficacy is one’s belief that one can execute a course of action to accomplish a task or achieve
a given outcome. In goal setting, a strong belief that one can execute a course of action to achieve
desired goals manifests in setting more challenging goals and having high commitment.

Self-efficacy beliefs are partially based on previous experiences (i.e., “I have achieved before
and can achieve again”). However, they also reflect appraisals of one’s current capabilities and the
specific conditions that will enhance or inhibit performance. Individuals with high self-efficacy
set challenging goals and can maintain effort and drive when confronted with high task demands
and obstacles. People with low self-efficacy are beset with self-doubt when faced with challenging
circumstances (Locke & Latham, 1990). High self-efficacy is performance-enhancing because
goals are challenging, and those with high efficacy beliefs stay the course and can cope with
adverse situations along the way.

Human performance practitioners and leaders can raise the self-efficacy of performers by
ensuring adequate training to increase perceptions of mastery (i.e., “I have done it in training; I can
do it again”). Next, leaders can identify relevant role models to instil the belief that if someone
similar can achieve their goal, so can they. Persuasive communication (e.g., giving operators infor-
mation and confidence about strategies that facilitate goal attainment) can also help build strong
efficacy beliefs. Finally, transformational leaders raise the efficacy of operators through inspiring
messages.
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Feedback

People require feedback during the goal-setting process to help set achievable goals and assess
their progress. Feedback allows people to decide whether they need to exert more or the same
effort to attain their goals. Feedback can also stimulate the individual (or leader) to change a goal-
pursuit strategy or outcome. Feedback can come from knowledge of results, communication with
significant others (i.e., training staff, peers), self-reflection, perception of bodily sensations (i.e.,
anxiety), and biofeedback. Practitioners and leaders should tailor the nature of feedback based on
the goal and individual differences of the goal-setter. For example, a long-term outcome-focused
goal set in close collaboration with a respected leader would require additional feedback to a
self-set short-term process goal. Similarly, the type of feedback delivered to someone with high
perceived competence would differ from someone with low perceived competence.

Task complexity

Locke and Latham (2002) stated that as the complexity of the task rises, and greater level skills and
strategies have yet to become automatized, goal effects depend on the operator’s ability to discover
appropriate task strategies. Because people vary significantly in their ability to find appropriate task
strategies, the effect size for goal setting is smaller on complex than on simple tasks. Moreover,
because complex tasks require a greater variety of strategies to secure desired outcomes, there are
more points of failure and more effort needed to execute the range of strategies in pursuit of a goal.

Suitable task strategies

Implementation intentions involve considering how the goal-setter will enact their goals and how
they will overcome hindrances to their goal attainment. Specifically, when, where, and how a
person intends to pursue a goal. To form an implementation intention, the performer needs to iden-
tify a future goal-relevant situational cue and a related planned response to that cue. For example,
“If situation X arises, I will initiate behaviour Y.”

Therefore, goal implementation intentions include the time and place where goal-related behav-
iour will commence and cease, which cues will initiate action, and existing habits to which the
goal-related actions can be attached. For example, an implementation intention to help someone
achieve a goal of passing a physical activity test could look like this: “I will complete ten pull-
ups at 0700 on my door frame pull-up bar every morning. I will boil a kettle to make a cup of
coffee. While the kettle boils, I will complete my pull-ups. I will not drink my coffee until I have
completed my pull-up goal for the day.” Similarly, a musician may create an implementation inten-
tion related warming up by practicing scales. For example, “I will complete five minutes of a
pentatonic scale on my guitar while sitting alone before the rest of the band arrives. I, therefore,
need to arrive at the studio 15 minutes before the scheduled start time (and therefore need to con-
sider obstacles that could prevent this). Getting to the studio and sitting on a recognizable stool will
signal the moment to start the practice; I will start a timer on my phone and will complete all the
positions of an A minor scale before moving to B minor, C minor, and so on until the timer goes
off. After the timer sounds, putting my guitar back into the case will signal the end of the exercise.
If the engineer is in the studio, I will inform her of my plan and ask her to give me some privacy
while I am practicing.” Implementation intentions improve goal setting because they delegate con-
trol over the commencement of the intended goal-directed behaviour to a specified opportunity by
creating a solid link between a cue and a response.

Implementation intentions also help people avoid following futile goal-attainment strategies.
People often fail to disengage from faulty goals because of a strong self-justification motive (i.e.,
people adhere to the irrational belief that deliberate decisions must be good). The effect of sticking
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with a futile goal, even if feedback on goal progress reinforces futility, can be reduced through
implementation intentions. In this example, the cue could be consistent negative feedback (or
absence of positive feedback), and the response could be switching to available alternative means
or goals.

Other suitable task strategies include how the operator will recognize and avoid obstacles and
leverage environmental factors (e.g., feedback and social support) to achieve their goals. The
goal-setting process can help operators consider things that have gone wrong in the past and use
the experience of others to conduct “what if” planning. Performers can execute negative imagery
and “what if” plans alone, in teams, and with the support of leaders and human performance
practitioners. This form of negative imagery, where performers think about what could go wrong,
can help bring obstacles and mitigation plans into consciousness. This process results in greater
self-efficacy that the performer can overcome obstacles and achieve their goals despite the path
sometimes being blocked.

Framing

Framing encapsulates the thinking and language used when setting a goal. We previously discussed
how difficult goals could increase performance; however, this might not happen if the performer
views the goal as threatening. Whether a person judges a high goal as a challenge versus a threat
makes a difference in that person’s performance. As such, how the performer frames the goal is a
significant moderator. Individuals can set goals positively using positive language. For example, “I
will maintain my concentration, effort, and strategy to stay on top of the heptathlon table.” Equally,
the performer could frame the same goal negatively. For example, “I will not let my concentration
lapse, which will decrease the chances of winning.” When framing goals, it is helpful to reflect on
how much goal statements focus on failure versus success and the usefulness of effort (the latter
being better).

Self-set goals?

Who should set goals? Should the performer set the goal for themselves, or should a leader or prac-
titioner set it for them? When someone else sets a goal for you, it is known as an assigned goal,
whereas when the individual develops the goal or is part of the discussion, it is known as a partici-
patory goal. Locke and Latham (2015) revealed that participatory and assigned goals effectively
improve performance. However, some researchers have found that those who set participative goals
set higher goals than those assigned goals. These higher-set goals were likely to reflect greater goal
difficulty and commitment to participatory goals than assigned goals. Locke and Latham (2015)
suggested that assigned goals affect self-set goals and mediate the former. Assigned goals influence
self-set goals through self-efficacy beliefs. Specifically, if a coach or leader sets a high goal, it can
communicate the assertion that the operator can achieve. The resultant self-set goal will also be
high because of the confidence gained from their coach or leader’s expression. Self-set goals are
the most immediate cause of goal-directed action (Locke & Latham, 2015) and should be set in
combination with (or in the absence of) assigned goals.

Practical application

Greene (2019) described a situation where psychologists could use goal setting in coaching for
Special Operations Forces (SOF). In the previous section on self-talk, we used the example of plun-
ging to the bottom of the pool during assessment and selection. Greene suggested that candidates
could use goal setting to increase task performance in this scenario. For example, to prepare for
evaluation and selection, a psychologist can educate the performers on goal content and help them
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consider moderating variables that might influence the strength and direction of a relationship
between goal setting and performance. The candidates might be encouraged to consider how and
when they can receive feedback on their goal pursuit and whether they are participatory or assigned
goals. This education could help candidates recognize when or where behaviour (or cognition)
needs to change to pursue goals (i.e., implementation intentions). The candidates could set goals
for different parts of a selection course, and their previously learned self-talk skills could form part
of their implementation intentions. In a systematic review of the psychology of mountaineering,
Jackman et al. (2020) reported that elite climbers typically used goal setting to regulate cogni-
tion, emotion, and behaviour on the mountain. Specifically, mountaineers would use short-term
process goals, for example, considering the route toward a particular feature of the climb and
setting goals that enable the climber to ascend to the feature safely. Jackman et al. also noted that
mountaineers also adopted goal flexibility, particularly recognizing when the process goals were
becoming unattainable (i.e., dangerous) or when competing goals (e.g., rescue missions) would be
more important and therefore take precedence.

Imagery and visualization

Imagery, or visualization, refers to the deliberate mental practice of specific skills, tasks, or strat-
egies typically employed to optimize performance. Sport and exercise psychology researchers have
put forward various definitions of imagery, including the following early definition by White and
Hardy (1998): “An experience that mimics real experience. We can be aware of ‘seeing’ an image,
feeling movements as an image, or experiencing an image of smell, tastes, or sounds without
experiencing the real thing. Sometimes, people find that it helps to close their eyes. It differs from
dreams in that we are awake and conscious when we form an image” (p. 389).

Mental imagery, like other cognitive skills, could complement, versus replace, physical and
technical training. Researchers have demonstrated that employing imagery just before skill exe-
cution can improve motor skill performance in sport-related (Murphy & Woolfolk, 1987) and
strength-related performance (Lee, 1990; Perkins, Wilson & Kerr, 2001). Researchers have also
shown that optimal performance outcomes are achieved by concurrently applying both physical
practice and imagery, where using imagery itself does not produce greater performance benefits
than physical practice (Feltz & Landers, 1983).

Imagery researchers have identified several imagery modalities that match modes of sensory
perception in humans. In particular, imagery can be auditory (i.e., sound), gustatory (i.e., taste),
kinaesthetic (i.e., feel), olfactory (i.e., smell), tactile (i.e., touch), and visual (i.e., sight). Mental
imagery has been applied for decades in pilot training, and is consistently cited as a factor of
success in pilot performance (e.g., Hohmann & Orlick, 2014). Researchers concerned with per-
formance in sport settings have primarily been concerned with visual and kinaesthetic imagery;
however, the other sensory modalities could be equally crucial for performers when creating an
imaginary experience (i.e., imaging the sound of rotor blades and the heat from the engines before
disembarking from a helicopter). Kinaesthetic imagery is defined as how it feels to perform a
movement or action (Callow & Waters, 2005). Internal visual imagery refers to mental practice in
which the performer views the performance environment from their vantage point (i.e., through
their own eyes). External visual imagery refers to mental practice from the perspective of an
observer’s position, akin to watching oneself on television.

Performers can employ multiple modalities within one imagery training session, and it is com-
monly found that athletes will employ multiple imagery modalities or perspectives, switching
back/forth between them as required. For example, a performer using imagery to mentally practice
a pistol shot could feel the weapon in hand and the physical mechanics of drawing the pistol from
a holster to the shooting position (kinaesthetic imagery) while also fixating on a target through the



Self-talk, Goal Setting, and Visualization 79

firearm sights (internal imagery) and observing the recoil and successful shot on target from the
perspective of a peer standing behind him (external imagery).

The type of imagery that could be employed depends on the kind of skill or task being imaged.
The internal visual perspective produces a more accurate motor performance for slalom-line-based
activities (Callow, Roberts, Hardy, Jiang & Edwards, 2013). In contrast, the external visual per-
spective is more effective for form-based tasks or movement patterns (Hardy & Callow, 1999).
Researchers suggest combining kinaesthetic and visual imagery may lead to more robust cognitive
representations and motor performance than internal visual imagery alone (Callow, Jiang, Roberts
& Edwards, 2017).

Imagery researchers distinguish between imagery function and content, where function refers
to one’s purpose for engaging in imagery training or practice (i.e., to improve consistency in skill
execution). In contrast, content pertains to the skill, strategy, or technique being imaged (i.e.,
achieving a particular performance outcome in a specific environment).

Paivio (1985) proposed an influential theoretical framework for imagery use for perform-
ance enhancement. Paivio suggested that imagery can be applied for cognitive and motivational
functions, each of which is applied at a specific or general level. Additional research into this
Functional Model of imagery (Hall et al., 1998) further differentiated the Motivational-General
function into (i.e., Mastery and Arousal functions, described below). The functional model of
imagery suggests that imagery can be employed for the following five distinct purposes. Cognitive
Specific (CS) imagery refers to practice of specific skills or techniques (i.e., execution of proper
technical skills or physical movement patterns, including correction to technique). Cognitive
General (CG) imagery pertains to the mental practice of tactics, plans, or strategies. Motivational-
specific (MS) imagery includes images of specific goal-oriented events or achievements (i.e.,
achievement of a personal best time in a physical training task). It is often employed to enhance
motivation or task commitment. Motivational general mastery (MG-M) is used to maintain confi-
dence and mental toughness and involves images of a performer feeling confident and in control of
the performance environment. Motivational General-Arousal (MG-A) imagery practice regulates
cognitive or physiological arousal (e.g., holding heart rate before a room entry) and includes
emotion regulation.

It is suggested that the function of imagery employed should match the desired outcome of the
imagery practice. For example, an athlete aiming to achieve better self-regulatory control in high-
stress environments would use motivation-general arousal imagery, imaging oneself regulating
activation in context. In contrast, a performer mentally rehearsing tactics/battle procedures in the
context of a military operation might benefit from employing cognitive-general imagery.

The PETTLEP Model of imagery use has been put forth by Holmes and Collins (2001) and has
been shown to improve physical performance (i.e., skill acquisition and execution) and psycho-
logical process (Lindsay et al., 2023; Morone et al., 2022; Simonsmeier et al., 2021; Toth, 2020).
This model purports that for imagery practice to be effective, it must be as similar as possible to
the performance context to which the imagery practice applies. The need for similarly is based on
functional equivalence, which reveals a neural overlap between imagery and the production of
actual movements. Specifically, when people use imagery, the same brain areas activate as when
they execute the skill for real. Put another way, brain activation imagery is equivalent to actual
movement. Scott, Wright, Smith, and Holmes (2022) noted that it is not essential to include all the
PETTLEP components for effective imagery interventions, nor should PETTLEP serve as a check-
list to tick through when designing or evaluating interventions. Rather, PETTLEP should serve
as a guiding framework for performers and practitioners when discussing and executing imagery.

To make the imagery experience as accurate as possible (or similar to the real thing), operators
can incorporate specific imagery elements that simulate the performance environment and experi-
ence. Physical Context refers to the physical nature of the task or skill being imaged. It includes



80 M.I Jones and P. Mattie

movement patterns, physiological responses, stance or physical position, and any relevant
equipment to perform the task (e.g., combats, weapon, and gear). Environment pertains to details
of the performance environment, including operational or training area, weather, team members,
and any other sights and sounds characteristic of the performance environment (e.g., dust, gunfire,
over-pressure). Task pertains to the nature of the task being imaged (e.g., attentional requirements
or demands, degree of fatigue).

In contrast, Timing suggests that the functionally equivalent pace for imaging any skill is
at the “real-time” rate (i.e., the time required to perform that skill in a real-life environment).
Learning pertains to one’s level of experience or mastery with a particular task, and the con-
tent of the mental imagery should evolve to reflect skill development and technique as learning
occurs and the performer becomes more proficient in the task. Emotion pertains to the incorpor-
ation of relevant emotions into mental practice. For example, a feeling of relief or accomplish-
ment upon mission completion or the experience of nervous excitement when stacking up at the
door. The final element, Perspective, suggests that either an internal (first-person) or external
(third-person) vantage point may be assumed in imagery training and practice, both of which
have been shown effective in imagery interventions (Hardy & Callow, 1999). The perspective
preferred is often related to the type of task being practiced, with the external perspective being
particularly beneficial for imaging tasks focused on body positioning or form (Cumming &
Williams, 2013).

In addition to incorporating the seven categories of information outlined in the PETTLEP
model, several recommendations for the effective use of imagery for performance enhancement
are put forth in the sport psychology literature. First, imagery practice should be polysensory and
include information from each of the sense organs where applicable (i.e., vision, auditory, olfactory
information, gustatory, tactile). Second, the individual must be able to exert control over mental
images. This controllability aspect is one aspect of imagery that improves with practice. Third,
mental practice should assume a positive focus, whereby the individual practices performing
a skill or movement pattern successfully versus unsuccessfully (Nordin & Cumming, 2005).
In one examination of shooting performance in low-threat and high-threat conditions, Colin,
Nieuwenhuys, Visser, and Oudejans (2014) found that imaging successful shot execution was crit-
ical to successful shooting performance under both threat and low-threat conditions, compared
to a control group. Fourth, temporal characteristics of imagery training should mirror real-world
requirements, whereby the speed at which a performer mentally images a particular skill coincides
with the temporal requirements in a physical context. Others have suggested (O & Hall, 2009) that
practicing imagery in a “slow-motion” format may be effective for particularly complex skills or
difficult components of skills.

Scott, Wright, Smith, and Holmes (2022) provided a summary of 20 years of PETTLEP imagery
research, stating that PETTLEP has emerged as one of the most dominant models for structuring
the content of imagery interventions. In support of this assertion, Smith et al. (2021) revealed
that sports psychology scholars and practitioners have reported using PETTLEP in at least 43
different sports across 13 countries, with novices, Olympians, and World Champions. However,
based on advances in neuroscience and imaging techniques since the inception of PETTLEP, Scott
et al. (2022) recommended that PETTLEP be adapted in line with these recent advancements. The
main adaptation to PETTLEP proposed by Scott and colleagues was the integration of (video-
based) action observation. Action observation in the context of imagery training refers to a cog-
nitive process where an individual observes someone else performing an action, often a skilled
movement or a complex task, and mentally simulates doing the same action themselves (Scott
et al., 2022). This mental process is based on the concept that observing an action activates similar
neural pathways in the brain as actually performing the action. The video also helps the performer
recall salient stimulus and response propositions (a core element of PETTLEP) in the absence of
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verbal cues. Therefore, in practice, performers could replace the traditional imagery script with a
video (or dynamic photographs). For example, Lu et al., 2020 explored the efficacy of action obser-
vation within a PETTLEP framework, specifically focusing on enhancing the accuracy of three-
point shots in basketball. Lu and colleagues sampled college basketball players and randomized
them into groups where they observed videos of themselves executing three-point shots in either a
first-person or third-person perspective (or control condition that only received physical training).
The players then engaged in imagery, visualizing the action in the same perspective as the one
shown in their respective videos. Lu and colleagues’ results demonstrated significant performance
improvements in the players who viewed both first- and third-person videos compared with the
control group. Lu et al. did not find a significant performance difference between the two video
perspective groups, indicating that both provided essential visual cues for the task.

Imagery effectiveness

The evidence for the effectiveness of mental imagery in enhancing performance is strong (e.g.,
Lindsay et al., 2023; Morone et al., 2022; Simonsmeier et al., 2021; Toth, 2020). Evidence suggests
that, during imagery, neural activations are evident in similar areas of the brain as those used for
executing action (e.g., Guillot et al., 2009). However, research on imagery effectiveness is further
challenged by including imagery within multimodal mental skill interventions alongside other cog-
nitive skills (e.g., self-talk, relaxation training, goal setting). Thus, it is difficult to identify the con-
tribution of imagery per se to the overall improvement in performance (Weinberg, 2008). Despite
these research issues, Simonsmeier et al. (2021) suggested that the influence of “third” variables
can be ruled out based on the results of their meta-analysis of the effect of imagery on sports
performance. Simonsmeier and colleagues revealed that the cumulative impact of imagery-based
interventions was observed to be moderately strong, exhibiting an effect size of d = 0.431, with
a 95% confidence interval ranging from 0.298 to 0.563. Imagery interventions improved motor
skills, motivational factors, and emotional responses. When examining all outcomes collectively,
it was evident that combining imagery with physical practice yielded better results than physical
practice alone, highlighting the distinct benefits of imagery in conjunction with physical training.

Imagery ability is an important consideration from both research and practice standpoints. Most
people can learn to form an image in the “mind’s eye”. However, it has recently emerged (Zeman,
Dewar, & Della Sala, 2015) that a small percentage of the population cannot form a voluntary
mental image. Thus, the term “aphantasia” was coined to describe this subset of the population.
Even though aphantasia is rare, it is important to acknowledge individual variability in imagery
ability and the possibility that some performers will not be able to execute this psychological
strategy (and therefore may become frustrated if advised to do so).

Measurement

Measurement of imagery use is typically done via validated self-report measures, each assessing a
distinct dimension of imagery use, such as imagery ability, vividness, or frequency of imagery use.

Among the available measures to assess imagery ability are the Sport Imagery Ability
Questionnaire (SIAQ; Williams & Cumming, 2011), which measures the ability to image sport-
specific cognitive and motivational imagery content; the Movement Imagery Questionnaire-
Revised (MIQ-R; Hall & Martin, 1997) which assesses kinaesthetic and visual imagery; the
Vividness of Motor Imagery Questionnaire (VMIQ-2; Roberts et al. 2008), measuring the viv-
idness of kinaesthetic and visual imagery; and the Vividness of Visual Imagery Questionnaire
(VVIQ; Roberts, Callow, Hardy, Markland & Bringer, 2008). The Sport Imagery Questionnaire
(SIQ; Hall et al. 1998) measures the frequency with which certain types of images are employed.
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Practical application

Imagery has been applied in sports for various purposes, including improving and maintaining
confidence, sustaining concentration, regulating emotional responses, developing and fine-tuning
sport-specific skills, and rehearsing tactics strategy (Weinberg & Gould, 2003). A performer can
utilize imagery to enhance performance by incorporating the principles of the PETTLEP model. For
instance, a basketball player could engage in a detailed mental rehearsal prior to a game. Through
imagery, the athlete vividly envisions the game setting, incorporating the sounds of the crowd, the
feel of the ball, and the scent of the gymnasium to create a multi-sensory experience. Employing
kinaesthetic imagery, the player “feels” the dribbling motion, the jump, muscle tension, and the
release of a three-point shot. They use internal imagery to visualize the flight of the ball from
their own eyes, following its trajectory to the basket. Then, they switch to an external perspective,
observing their form and the ball’s entry into the net as if watching a video replay, reinforcing tech-
nique. The athlete could apply Motivational Specific (MS) imagery to envision a successful play
or scoring the winning basket, which boosts motivation and confidence. Concurrently, they utilize
Motivational General Mastery (MG-M) imagery to picture themselves as composed and confident,
enhancing self-efficacy and mental toughness. When feeling anxious, they might use Motivational
General-Arousal (MG-A) imagery to regulate their heart rate and emotions, maintaining an optimal
arousal level for peak performance.

References

Adler, A. B., Delahaij, R., Bailey, S. M., Van den Berge, C., Parmak, M., van Tussenbroek, B., ... & Castro,
C. A. (2013). NATO survey of mental health training in army recruits. Military Medicine, 178, 760-766.
Arthur, R. A., Fitzwater, J., Roberts, R., Hardy, J., & Arthur, C. A. (2017). Psychological skills and “the
Paras”: The indirect effects of psychological skills on endurance. Journal of Applied Sport Psychology, 29,

449-465.

Barwood, M. J., Corbett, J., Wagstaff, C., McVeigh, D., & Thelwell, R. C. (2015). Motivational self-talk
improves 10 km time trial cycling compared to neutral self-talk. International Journal of Sports Physiology
and Performance, 10, 166—171.

Blanchfield, A. W., Hardy, J., De Morree, H. M., Staiano, W., & Marcora, S. M. (2014). Talking yourself
out of exhaustion: The effects of self-talk on endurance performance. Medicine and Science in Sports and
Exercise, 46, 998-1007.

Callow, N., Jiang, D., Roberts, R., & Edwards, M. G. (2017). Kinesthetic imagery provides additive benefits
to internal visual imagery on slalom task performance. Journal of Sport and Exercise Psychology, 39, 81—
86. doi